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Abstract
We present a measurement of the isolated direct photon cross section in pp̄ collisions
at

√
s = 1.8 TeV using data collected between 1994 and 1995 by the Collider Detector

at Fermilab (CDF). The measurement is based on events where the photon converts
into an electron-positron pair in the material of the inner detector, resulting in a
two track event signature. To remove π0 → γγ and η → γγ events from the data
we have developed a novel background subtraction technique based in electron E/p.
We find that the shape of the cross section as a function of photon pT is poorly
described by next-to-leading-order QCD predictions, but agrees well with previous
CDF measurements. This is strong evidence that improvements in the calculation
are needed to explain the data.
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Chapter 1

Introduction

The subject of this thesis is a measurement of the isolated direct photon cross
section at the Fermilab Tevatron collider. The photon cross section is a classic test
of perturbative quantum chromodynamics (QCD), and has the potential to provide
valuable information on the non-perturbative structure of the proton. We begin
this chapter with an introduction to the photon cross section, and conclude with an
overview of the remainder of the thesis.

1.1 Introduction to the photon cross section

A schematic diagram of a proton - anti-proton (pp̄) collision is shown in Figure
1.1. The particles approach each other horizontally and interact at the center of the
Figure. At the Fermilab Tevatron the center-of-mass energy of the pp̄ system is 1.8
TeV.

There are many possible results of the interaction. For example, the proton and
anti-proton may deflect from their straight trajectories without creating any new
particles. This type of reaction is known as elastic scattering. In this thesis we will
be interested in inelastic events where the collision produces a large number of new,
and sometimes unstable, particles. In a small fraction of inelastic events a high energy
photon will be produced with a large momentum transverse to the axis of the two
beams. This is the situation illustrated in Figure 1.1. It is the goal of this thesis to
measure the cross section for this to occur as a function of the transverse momentum
of the photon.

Our reasons for studying pp̄ collisions fall into two large categories. In ’particle
measurements’ we attempt to understand the properties, behavior, and interactions
of the particles produced in the collision. For example, we may be trying to under-
stand the weak force by studying the W and Z bosons which transmit it. In these
measurements the pp̄ collision is simply a convenient manner for producing the par-
ticle of interest. In ’production measurements’ we are not interested in the produced

1
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anti−proton proton

photon

hadronic recoil

Figure 1.1: Diagram of a proton - anti-proton collision. The particles approach
each other along the horizontal and interact at the center of the Figure. In the
collision shown here a photon is produced transverse to the beamline. A number of
other particles are also produced in the opposite direction, as required by momentum
conservation in the transverse plane.

particle itself as much as we are interested in the mechanism by which it was cre-
ated. Here we are trying to understand the dynamics of the collision itself. These
dynamics are governed by QCD, and production experiments are necessarily tests of
QCD. Moreover, since QCD is by now a well established theory, modern production
experiments primarily test of our ability to calculate with the theory. The photon
cross section measurement is a production experiment.

The proton is a composite particle made up of quarks, anti-quarks, and gluons,
known collectively as partons. Strictly speaking it is the interactions of the partons
which is predicted by QCD. In a high energy pp̄ collision the partons in the proton can
be considered to be free particles, and the result of the collision can be predicted by
assuming that the interaction takes place between a single parton from the proton and
a single parton from the anti-proton. In general the reacting partons do not carry the
entire momentum of the pp̄ system, so in a given collision the center-of-mass energy
of the hard scattering is often much smaller than the sum of the beam energies. Since
the observed reaction cross sections depend both on the center-of-mass energy of the
collision, and on the species of partons involved, in order to predict the results of
the collision we must know the probability of finding each parton species inside the
proton and its momentum distribution. The momentum distributions of the various
partons inside the proton are known as the parton distribution functions (PDFs). An
example of a proposed PDF for the gluon is shown in Figure 1.2.
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Figure 1.2: An example of the gluon distribution of the proton, proposed by the
CTEQ collaboration [1]. The variable on the x-axis is parton x, which is the fraction
of the proton’s momentum which is carried by the gluon. The two curves correspond
to two different energy scales at which the PDF may be evaluated.

The form of the PDFs should be predicted by QCD itself since they are the
result of the strong dynamics which bind the partons into the proton. However, the
strong force is non-perturbative at low energies, so only lattice QCD calculations are
feasible. In lieu of this, we attempt to extract the PDFs in an empirical manner
from the observed cross sections themselves. This sounds like a circular procedure,
since we hope to use the PDFs to predict the cross sections, but the agreement of a
wide variety of measurements on the same PDFs confirms that they are fundamental.
Furthermore, the exact form of the PDFs depend on the energy scale of the collisions
involved, and this dependence is correctly predicted by perturbative QCD. This serves
as a check on the soundness of the formalism.
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Photon production is a unique process in that it depends on the gluon PDF at the
lowest order in perturbation theory. The gluon distribution is poorly known, so we
hope to utilize the photon cross section to constrain it. Unfortunately this program
has been difficult to realize. Photon experiments have found that the observed cross
section is not in good agreement with next-to-leading order QCD calculations, even
allowing for the uncertainty in the gluon PDF. Therefore the nature of the gluon
inside the proton remains an open question for the time being. The final result of
this thesis continues this trend, with the measured cross section being larger than
most predictions.

1.2 Overview of the thesis

The thesis is organized in the following manner.

• Chapter 2: Review of theory and formalism of direct photons.

• Chapter 3: Description of the accelerator and CDF detector.

• Chapter 4: Definition of event variables and the cuts used to isolate the final
data samples.

• Chapter 5: Description of the Monte Carlo simulation.

• Chapter 6: Results of the background subtraction used to remove meson decays
from the data sample.

• Chapter 7: Calculation of the acceptance and efficiency to retain signal events
after all cuts are applied.

• Chapter 8: Evaluation of the total conversion probability.

• Chapter 9: Evaluation of the systematic errors.

• Chapter 10: Cross section measurement and comparison with theory.

• Chapter 11: Conclusions



Chapter 2

Direct photon theory

In this chapter we begin with a brief review of the methods used to calculate ob-
servables in QCD. We then describe the physics of direct photons at hadron machines,
and specifically at hadron colliders.

2.1 QCD scattering formalism

With quantum chromodynamics it is possible to calculate the cross sections for
processes which involve hadronic particles in the initial or final state. If the process
is written as

A(pA) + B(pB) → C(pC) + X (2.1)

where A, B, and C are initial and final state particles, pA, pB, and pC , are their
momenta, and X represents all unobserved particles, then according to the parton
model the cross section may be written as

EC
dσ

d3pC

=

∑

abcd

∫

dxa dxb dzc fa/A(xa, µ
2
f )fb/B(xb, µ

2
f )DC/c(zC , µ2

F )
ŝ

z2
cπ

dσ

dt̂
(ab → cd)

×δ(ŝ + t̂ + û) (2.2)

In this expression, a,b,c,and d are the partons which participate in the hard scat-
tering process and ŝ, t̂, and û are the Mandelstam variables defined by ŝ = (pa +pb)

2,
t̂ = (pa − pc)

2, and û = (pb − pc)
2. The delta function is the appropriate phase space

expression for two-body scattering and ensures energy conservation.
fa/A(xa, µ

2
f ) is the parton distribution function (PDF) which gives the probabil-

ity of finding parton a within hadron A with momentum fraction xa. The PDF is

5
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evaluated at the factorization scale µ2
f . The dependence of the PDFs on this scale is

an artifact of the procedure for handling certain mass singularities in the calculation.
For example, consider an initial state quark line which radiates a gluon. If the gluon
becomes collinear with the quark, then the internal quark line will be on-shell and
there will be a correction proportional to ln s/m2

quark. However, in QCD the quarks
are considered to be massless, so this term invalidates the calculation. The factoriza-
tion theorem holds that these singularities are universal in that they are the same for
all processes, and can be absorbed into the PDFs. The PDFs are not calculable in
QCD, so they must be determined empirically from experiment. However, their de-
pendence on the factorization scale is governed by the DGLAP[2] evolution equations,
so PDFs measured at one scale can be used to predict the results of experiments at
other scales.

DC/c(zC , µ2
F ) is the fragmentation function which gives the probability that parton

c will produces final state particle C with momentum fraction zC during the fragmen-
tation process. µ2

F is the fragmentation scale analogous to the factorization scale µ2
f .

Like the PDFs, fragmentation functions are not calculable but their scale dependence
is. If the final state observable C is directly associable with the hard scattered par-
ton, as in the case of jet production, then no fragmentation function is necessary to
compare theory and experiment. Final state photons can also be produced in the
hard scatter, and this process requires no fragmentation function. However, photons
are also produced during the fragmentation of quarks and gluons, and the inclusive
photon cross section depends on Dγ/q and Dγ/g.

The partonic cross section dσ/dt̂(ab → cd) is a function of the Mandelstam vari-
ables and must be calculated to a given order in perturbation theory by including
all the appropriate Feynman diagrams. For example, the process qq̄ → q ′q̄′ has one
leading order Feynman diagram, and its cross section is

dσ

dt
(qq̄ → q′q̄′) =

πα2
s

ŝ2

4

9

t̂2 + û2

ŝ2
(2.3)

In this expression αs is the strong coupling constant. The effect of higher order
diagrams may be included by introducing a running coupling constant αs(Q

2). The
dependence of the running coupling constant on Q2 is specified by the renormalization
group equation:

Q2dαs(Q
2)

dQ2
= β(αs(Q

2)) (2.4)

The function β must be calculated at each order in perturbation theory. To two
loop order β is given by[3]

β(αs(Q
2)) = −b0αs(Q

2) − b1α
3
s(Q

2) (2.5)

and the first two perturbative constants are
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b0 =
33 − 2Nf

12π
, b1 =

153 − 19Nf

24π2
(2.6)

where Nf is the number of quark flavors with m2
q < Q2. At leading order (that is,

b1 = 0), the renormalization group equation is solved by

αs(Q
2) =

1

b0 ln(Q2/Λ2
QCD)

(2.7)

Here ΛQCD sets the scale of the QCD interaction, and is typically chosen to be ap-
proximately 200 MeV . In this leading order expression a change in Q2 of order one
(for example, Q2 → 4Q2) results in a change of αs of order α2

s. For this reason, lead-
ing order QCD calculations are highly unstable and are not useful for quantitative
comparisons with experiment. Fortunately, next-to-leading order (NLO) calculations
are available for almost all processes of interest, and some next-to-next-to-leading
order calculations have now been performed.

We see that a typical QCD calculation involves up to three arbitrary scales: the
factorization scale, the fragmentation scale, and the renormalization scale. If a given
calculation were carried out to all orders in perturbation theory, then the final result
would not have any dependence on these scales. By truncating the perturbation series
at a fixed order we are left with predictions which exhibit a residual dependence on
the scales. This variation is a measure of the size of the uncalculated terms in the
expansion. Of course, the best method of estimating the error on the result is to
calculate the next term in the series and confirm that it is small.

There is no compelling reason why all three scales must be exactly the same.
However, the scales should not be chosen to be very different from each other because
this would introduce an unphysical hierarchy into the problem. A common choice is
to set all three scales equal to the pT of one of the final state objects (particle or jet)
which is observed by the experiment. Another procedure is to choose each scale such
that the cross section has no first-order dependence on the scale: dσ/dµ2(µ2

0) ≡ 0.
This procedure, known as optimization[4], assumes that if the known terms in the
perturbative expansion do not depend on µ2 to first order, then the unknown terms
will have a very small dependence. Some cross sections have no such extrema, or
the extrema occur for unphysical values of µ2, and in the optimization scheme these
calculations are considered unreliable.

2.2 Direct photon physics

Photons offer some unique advantages over jets for the study of QCD physics at
hadron machines. First, the number of initial and final states for photon production is
relatively small. The four tree-level diagrams for the direct production of photons at
hadron colliders are shown in Figures 2.1 and 2.2. Two of the diagrams are the QCD
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Figure 2.1: Compton diagrams.
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Figure 2.2: Annihilation diagrams.

analog of Compton scattering in QED, and the other two are due to qq̄ annihilation.
This is in contrast to jet production, where all possible 2 → 2 processes contribute
to the cross section. Secondly, the presence of the electromagnetic vertex in the
photon diagrams makes the perturbative calculation more reliable, since this coupling
is smaller than the strong coupling constant αs.

Photons also offer some experimental advantages. Since photons do not hadronize,
they represent a direct probe of the hard scattering without ambiguities due to jet
definitions. Furthermore, photon energies can be measured with electromagnetic
rather than hadronic calorimeters, resulting in greatly improved energy resolution.

In addition to being directly produced in the hard scattering, photons may also
be produced during the fragmentation of a final state parton as shown in Figure 2.3.
These processes are described as 2 → 2 hard scattering convoluted with the fragmen-
tation functions Dγ/q and Dγ/g. Since fragmentation functions are non-perturbative,
their appearance partially spoils the theoretical simplicity of direct photon physics.

The fragmentation functions are determined in the following way. Diagrams with
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Figure 2.3: Bremsstrahlung diagrams.
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prompt photon radiation from a quark line (such as the diagram on the right in
Figure 2.3) are calculated perturbatively. This process is experimentally constrained
by e+e− → qqγ studies at LEP and other electron machines[18]. Secondly, photons
produced during the soft QCD of hadronization (shown schematically on the left
in Figure 2.3) are modeled with the vector meson dominance (VMD) ansatz[19].
VMD states that in certain circumstances photons can be considered to be a linear
combination of vector mesons such as the ρ(770), ω(782), and φ(1020). Therefore Dγ/q

is determined from Dρ/q, Dω/q, and Dφ/q which are measured at e+e− machines[20].
The dependence of the fragmentation functions on the fragmentation scale is then
given by NLO evolution equations. Finally, high z fragmentation photons have been
observed inside jets by ALEPH[21] providing a direct check of the formalism.

The experimental study of photons is also complicated by the prompt two photon
decay of light mesons such as the π0 and η. These particles interact strongly, so they
are produced in great numbers at hadron machines. All photon experiments must
have highly effective methods to eliminate these decays from their datasets.

The primary motivation for most photon measurements is their potential to con-
strain the gluon distribution of the proton (g(x)). This is due to the gluon’s appear-
ance in the initial state of the tree level compton diagrams. The compton diagrams
dominate the photon cross section at low-to-moderate pT , as shown in Figure 2.4, so
photon production is a strong candidate process to reveal g(x).

Deep inelastic scattering (DIS) and Drell-Yan experiments can also constrain the
gluon, but since lepton probes do not couple directly to color charge these measure-
ments rely on higher order effects. Nevertheless, data from ZEUS, H1, and other
DIS experiments have placed significant constraints on g(x) at small x where gluons
are numerous. Above x = 0.1, however, there is little information from DIS, and
variations of up to 50% are consistent with the data. This is illustrated in a study by
the CTEQ collaboration [29] shown in Figure 2.5.

Serious attempts to extract g(x) from photon data became possible in the mid
1980’s when the NLO QCD calculation was completed[22]. Since that time, a large
variety of experiments have measured the photon cross section at both fixed target
and collider energies. A list of relevant experiments is given in Table 2.1, and a
compilation of their data (taken from reference [17]) is shown in Figure 2.6. Fixed
target experiments offer the greatest potential for constraining the gluon at high x
due to their large interaction rate, and about half a dozen experiments have published
data which is sensitive at x > 0.1.

Unfortunately, these data have yet not resolved the question of the gluon distri-
bution. This is because not all the data are in good agreement with the NLO QCD
prediction, and no reasonable variation of g(x) is sufficient to bring them into agree-
ment. Generally, the measured cross sections lie above the theoretical predictions.
This is particularly true in the case of the E706 data, where excesses of up to a factor
of five are observed.

The fact that some experiments observe an excess cross section has led to spec-
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Sub-processes in pp
–
 → γ X

s1/2 = 1.8 TeV, -0.9 < y < 0.9

qq
–
 annihilation

qg compton

fragmentation

Figure 2.4: The relative contributions of the three photon processes as a function
of pT , for pp̄ collisions at

√
s = 1.8 TeV. The bremsstrahlung process, labelled frag-

mentation here, is suppressed by an isolation cut, as discussed in section 2.3. These
curves are approximate.
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Figure 2.5: A study of the uncertainty of the gluon distribution of the proton, by the
CTEQ collaboration [29].
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WA70 √s=23.0 GeV
UA6 √s=24.3 GeV
E706 √s=31.6 GeV
E706 √s=38.8 GeV
R806 √s=63.0 GeV
R807 √s=63.0 GeV
R110 √s=63.0 GeV
CDF √s=1800 GeV
D∅ √s=1800 GeV

NLO Theory
µ = pT / 2
CTEQ4M parton distributions
Stat and sys uncertainties combined

Direct photon production
by proton beams

Figure 2.6: A compilation of photon data from many experiments compared to NLO
QCD predictions. To compare measurements at different values of

√
s, the data is

plotted as a function of xT = 2pT /
√

s. This variable is approximately equal to the
gluon momentum fraction of the proton to which the data is sensitive. The CDF and
D0 data shown here are from Run Ia (1992-93). This plot is taken from reference
[17].
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Experiment Accelerator initial state
√

s year ref
R806 ISR pp 63 GeV 1982 [5]
WA70 SPS pp 23 GeV 1988 [6]
UA1 Spp̄S pp̄ 630 GeV 1988 [7]
R110 ISR pp 63 GeV 1989 [8]
R807 ISR pp 63 GeV 1990 [9]
UA2 Spp̄S pp̄ 630 GeV 1991 [10]
UA6 Spp̄S pp 24.3 GeV 1998 [11]
UA6 Spp̄S pp̄ 24.3 GeV 1998 [11]
E706 Tevatron fixed target pBe 31.6 GeV 1998 [12]
E706 Tevatron fixed target pBe 38.8 GeV 1998 [12]
D0 Tevatron collider pp̄ 1800 GeV 2000 [13]
D0 Tevatron collider pp̄ 630 GeV 2001 [14]

CDF Tevatron collider pp̄ 1800 GeV 2001 [15]
CDF Tevatron collider pp̄ 630 GeV 2001 [15]

Table 2.1: Direct photon experiments.

ulation that the initial state partons may possess a small amount of transverse mo-
mentum (kT ) before scattering[23], [12]. If this is the case, the smearing of the initial
state center-of-mass energy would increase the cross section because of its steep slope
as a function of pT .

The colliding partons may possess some ’intrinsic kT ’ due to the fact that they
are bound within a nucleon of finite size. However, this effect is believed to be too
small to explain the observed enhancement. Another possibility is that the initial
state partons radiate soft gluons before scattering. In this case the recoil of the
system would give rise to an effective kT which is not properly accounted for by
conventional NLO QCD calculations. Some theorists have estimated that this effect
could account for the observed discrepancies[24]. However, a complete and rigorous
treatment requires a full re-calculation of the NLO matrix elements.

It should be noted that the kT hypothesis remains somewhat controversial. The
authors of reference [25] take the following approach. They argue through optimiza-
tion that the NLO QCD calculation is not reliable for all the data points measured by
the experiments. They disregard these data, and find that among the remaining data
only the E706 experiment is anomalous. They also argue that E706 is inconsistent
with other experiments, and conclude that no serious discrepancy exists between data
and theory.
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2.3 Photon calculations for hadron colliders

Photon experiments at the Fermilab Tevatron collider (pp̄ at
√

s = 1.8 TeV )
face difficulties not found in fixed target experiments.1 For example, fixed target
experiments generally measure the cross section for photon pT less than 10 GeV. At
these energies, the background π0 → γγ and η → γγ decays produce two photons
which can be resolved by the calorimeter. Collider experiments must contend with
meson decays at energies from 10 to 100 GeV where the two showers overlap in the
calorimeter and cannot be rejected on an event-by-event basis. Consequently collider
measurements must perform a statistical background subtraction in order to measure
the cross section.

In addition, the presence of hadronic jets at collider energies complicates the
observation of the ’bremsstrahlung’ process, where a photon is produced during the
fragmentation of a quark or gluon. These photons are usually found inside a jet
where they are difficult to identify. Furthermore, the trigger rate for this process
would overwhelm typical data acquisition systems due to spurious triggers caused
by π0’s and η’s. Therefore collider experiments do not attempt to measure the fully
inclusive photon cross section. Instead they measure the ’isolated’ part of the cross
section, where the photon is found far away from other hadronic activity in the event.2

This experimental reality necessitated a great deal of theoretical work to imple-
ment an isolation cut on the calculation, and a simple and consistent NLO treatment
became available in the mid 1990s[26], [27]. The isolated cross section is calculated
from the fully inclusive cross section by introducing a subtraction term as follows:

dσiso
dir = dσdir − dσsub

dir (δ, ε) (2.8)

In this expression δ is the isolation cone radius surrounding the photon, and ε is the
ratio of hadronic energy to the photon energy which is allowed inside the cone. At
leading order one may introduce the isolation cut simply by changing the lower limit
of the integral over ZC in equation 2.2. At next-to-leading order (2 → 3 processes) one
must consider the possibility that the third parton in the final state may contribute
energy to the isolation cone. In this case an approximate but accurate expression for
the dependence of dσsub

dir on δ and ε is [27]

dσsub
dir (δ, ε) = A ln δ + B + Cδ2 ln ε (2.9)

where A, B, and C are functions of the kinematic variables.

1Needless to say, fixed target experiments also involve unique experimental challenges.
2Fixed target experiments also apply some minimal isolation cuts, such as requiring that no tracks

point at the photon candidate in the calorimeter. These cuts are generally less restrictive than the
isolation cuts applied by collider experiments, and the fixed target cross sections are corrected for
their inefficiency.
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Despite the theoretical difficulties introduced by the isolation cut, it has the fortu-
nate side effect of reducing the contribution of the poorly-understood bremsstrahlung
diagrams to the cross section. At the Tevatron collider the bremsstrahlung diagrams
are expected to contribute about 20% of the isolated cross section at 15 GeV, whereas
they are responsible for up to 50% of the fully inclusive cross section[28].

2.4 Photon measurements at the Tevatron collider

In recent years the D0 and CDF collaborations have performed measurements of
the isolated photon cross section at both

√
s = 1800 GeV and 630 GeV . Two tech-

niques are employed to subtract the π0 and η decays from the data. The longitudinal
segmentation of the D0 calorimeter can be used to determine at what depth the pho-
ton candidate initially converted into an electron-positron pair. Since a two-photon
shower will begin earlier, on average, than a single photon shower, this information
can be used to measure the signal to background ratio of a given photon sample. The
CDF electromagnetic calorimeter is not longitudinally segmented, but it does have a
pre-shower detector located between the solenoid and the calorimeter which can be
utilized in a similar fashion. Furthermore, the CDF calorimeter has a layer of strip
and wires chambers embedded at a depth of six radiation lengths which provide a
measurement of the transverse size of the shower at shower maximum. At low pT , a
π0 or η shower will appear to be broader than a single photon, and this information
can be used to subtract the mesons from the photon sample below 35 GeV. The CDF
and D0 cross section measurements are in agreement with each other, but both see
an excess of events at low pT compared to NLO QCD.

In this thesis we report on a new measurement of the isolated photon cross section
in pp̄ collisions at

√
s = 1.8 TeV using data collected with the CDF experiment. The

new measurement uses events where the photon converts in the detector material
before the central tracking chamber. The resulting electron and positron are recon-
structed by the tracking chamber as well as the calorimeter. These type of events
are explicitly rejected by conventional photon analyses, and therefore they represent
a statistically independent data sample. In addition, the redundant tracking and
calorimeter measurements make possible a novel background subtraction technique.
Specifically, in a single photon event the pT measured by the tracking chamber will
be consistent with the ET measured by the calorimeter. In a meson decay, however,
the second unconverted photon deposits extra energy in the calorimeter not seen by
the tracking chamber. This ’E/p’ background subtraction relies on our understand-
ing of π0 and η decay kinematics, and is largely independent from the shower shape
variables used by previous measurements. Therefore the new measurement provides
a good test of the standard background subtraction techniques.

The conversion measurement suffers from small statistics - the inner detector was
designed to be light, so only about 5% of all photons convert before the tracking
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chamber. However, the photon cross section is very large at low pT , so we are not
statistically limited in this region. Furthermore, much of the physics interest in the
cross section is focussed on the low pT region due to the previously observed anomaly,
so a new measurement which is sensitive only in this region is quite useful.

In terms of the gluon distribution of the proton, collider experiments have less
sensitivity than fixed target experiments in the high x region. The x region probed is
given roughly by 2pT /

√
s, so measurements at the Tevatron collider are sensitive to x

between 10−2 and 10−1. In this region there are already significant constraints on the
gluon from DIS experiments. Nevertheless, collider measurements are still useful since
they provide independent information. Moreover, since many photon measurements
are in poor agreement with NLO QCD calculations, collider data can provide a testing
ground for new ideas which hope to reconcile theory and experiment.



Chapter 3

Experimental Apparatus

The data for this thesis was collected by the Collider Detector at Fermilab (CDF),
a general purpose experiment designed to study pp̄ collisions at

√
s = 1.8 TeV. The

collisions are produced by the Fermilab Tevatron accelerator. The data was collected
in 1994-95, a period known as Run Ib. In this chapter we describe briefly the ac-
celerator and the detector, with emphasis on those aspects which are of particular
relevance to the photon cross section measurement.

3.1 The accelerator

A schematic drawing of the Fermilab accelerator complex is shown in Figure 3.1.
The proton beam begins as a collection of H− ions produced by ionizing hydrogen gas.
The ions are electrostatically accelerated to an energy of 750 keV with a Cockcroft-
Walton device. A linear accelerator (’linac’) brings the ion energy to 400 MeV, at
which time electrons are stripped from the ions to produce a proton beam. The
protons are inserted into a synchotron with a radius of 75 meters known as the
booster, where they are further accelerated to 8 GeV and formed into bunches. Six
bunches are then injected into the main ring, another synchotron with a radius of
one kilometer. The main ring accelerates the protons to 150 GeV and delivers them
to the Tevatron. The Tevatron is an accelerator located in the same tunnel as the
main ring, and therefore has the same radius. Unlike the main ring, the Tevatron
magnet coils are made from a niobuim-titanium alloy wire, a material which becomes
superconducting when cooled to four degrees kelvin. This allows for a larger dipole
field (up to 4.2 Tesla), and consequently the Tevatron can store a proton beam with
energies up to 980 GeV. The data used in this measurement was collected with a final
beam energy of 900 GeV.

The anti-proton beam is created by extracting protons from the main ring at an
energy of 120 GeV and colliding them with a fixed target. Many types of particles
are produced in the collisions, and occasionally an anti-proton is produced. The anti-

17
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Figure 3.1: A schematic drawing of the Fermilab accelerator complex.

protons are collected by a triangular shaped synchotron known as the debuncher,
which has a mean radius of 75 meters. The debuncher reduces the momentum spread
of the anti-protons through stochastic cooling, producing a monochromatic 8 GeV
beam. The anti-protons are transferred to another 75 meter synchotron called the ac-
cumulator which cools the beam further and stores it for later use. Approximately 105

protons-on-target are required to collect one anti-proton in the accumulator. When an
anti-proton beam of sufficient intensity has been created, six bunches of anti-protons
are transferred to the main ring traveling in the opposite direction as the protons.
The main ring accelerates the bunches to 150 GeV, and then injects them into the
Tevatron where they are accelerated to their final energy of 900 GeV.

The proton and anti-proton bunches are focussed with quadrupole magnets and
made to collide every 3.5 µs at the center of the CDF detector, which surrounds the
beam pipe. A typical proton bunch contains 2 × 1011 particles, while a typical anti-
proton bunch contains 2 × 1010 antiparticles. During Run Ib, the maximum collider
instantaneous luminosity was ∼ 2.8×1031cm−2s−1. At these luminosities, an average
of 2 or 3 pp̄ interactions occur in each beam crossing. The interactions are distributed
along the z axis of the detector in an approximately gaussian shape with width ∼ 30
cm.



Chapter 3: Experimental Apparatus 19

HADRON

END   
PLUG   
HADRON END 

 PLUG
 EM

CENTRAL EM

END    
WALL    
HADRON

z

Central
Tracking
Chamber

Vertex Tracking Chamber

CENTRAL
HADRON

Solenoid

η = 0.9

η = 2.4

CES

EM

Forward
(Not-To-Scale)

η = 4.2

CPR

   CDF   
Detector

CENTRAL MUON

CENTRAL MUON UPGRADE

STEEL ABSORBER

η = 0

SVX Silicon Vertex Detector

Central M
uon Extension

INTERACTION POINT

Figure 3.2: One quarter of the CDF detector. The detector is forward-backward
symmetric, and has azimuthal symmetry about the z axis.

3.2 Detector Overview

One quarter of the CDF detector is shown in Figure 3.2. In this view the protons
and anti-protons travel along the z axis and collide at the interaction point in the
lower left corner. The detector is forward-backward symmetric, and has azimuthal
symmetry about the z axis. The positive z axis of the CDF standard coordinate
system is defined by the direction of the proton beam, which points east, while the x
axis points north, and the y axis up. In Figure 3.2, the variable η (pseudo-rapidity)
is related to the polar angle θ by

η = − ln tan (θ/2) (3.1)

The detector is a hybrid magnetic spectrometer-calorimeter. The spectrometer is
composed of a silicon vertex detector, a vertex time projection chamber, and a large
open-cell drift chamber located inside an approximately uniform solenoidal magnetic
field of 1.4 Tesla. The calorimeter is divided longitudinally into electromagnetic and
hadronic modules, and is further subdivided in η and φ into projective towers which
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point back to the nominal interaction point at z = 0. The calorimetry is outside
of the superconducting solenoid, and in the central region (|η| < 1) particles pass
through the solenoid coil before reaching the calorimeter. Additional layers of drift
chambers outside the calorimeter are used for muon identification. A layer of steel
outside the central calorimeter provides shielding for a final layer of muon chambers,
and also acts a flux return for the solenoid.

3.3 Tracking

The CDF tracking system consists of three subdetectors. The largest of these is
the Central Tracking Chamber (CTC), an open cell drift chamber whose purpose is
to reconstruct with high efficiency the trajectories of central charged particles with
transverse momentum greater than 400 MeV. Inside the CTC sits the Vertex Time
Projection Chamber (VTX), and the Silicon Vertex Detector (SVX), which provide
precise vertex information. We describe these detectors in detail below.

3.3.1 The Central Tracking Chamber (CTC)

The CTC is a cylindrical drift chamber which occupies the region between r = 28
cm and r = 138 cm and |z| < 1.6m, which provides for charged particle tracking out
to |η| < 1.1. 84 layers of sense wires run between the endplates located at z = ±1.6m.
The layers are grouped into cells, and the cells are arranged into superlayers, as shown
in Figure 3.3. Of the 84 layers, 60 are parallel to the z axis and provide track position
information in the x-y plane. These axial layers are arranged in 5 superlayers of 12
wires each. The remaining 24 layers are tilted by ±3◦ from axial, and provide both
rφ and z information. These stereo layers are arranged into four superlayers of six
wires each.

Charged particles travel on a helical trajectory in a uniform magnetic field. A
helix is described by 5 parameters, and at CDF the parameters are labelled crv, d0,
φ0, cot θ, and z0. The first three parameters describe the circular projection of the
helix in the x-y plane, and are shown schematically in figure 3.4. crv is the inverse
diameter of the circle and is signed according to the track charge. d0 is the signed
impact parameter, and φ0 is the azimuthal direction of the particle at the point of
closest approach to the origin. The sign convention of the impact parameter is as
follows: for a positive particle the impact parameter is positive if the circle does not
contain the origin; for a negative particle the impact parameter is positive if the circle
does contain the origin. cot θ and z0 are the cotangent of the polar angle and the z
position of the particle at the point of closest approach to the z axis.

Track reconstruction begins by searching for sets of hits on sense wires within a
single axial superlayer which form a line segment. Next, line segments found in all
five axial superlayers which fall on the arc of a circle are joined to form an axial track.
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Figure 3.3: An x-y view of the CTC endplate. Each line represents one cell; the cells
are arranged into nine superlayers. The five wide superlayers are axial; each axial
cell contains 12 sense wires. The other four superlayers are stereo; each stereo cell
contains six sense wires.

The hit information from the stereo layers is added to measure z0 and cot θ. Because
the stereo superlayers have only six sense wires each, it is inefficient to search for
stereo line segments. Instead, individual stereo hits are attached to the axial tracks.
The efficiency of this process is enhanced if the z0 of the track is already known, so
the reconstruction code begins by assuming that the track originated at one of the
vertices found by the VTX. After all possible hits have been attached to the various
tracks, a final fit is performed and the five helix parameters are extracted along with
an estimate of their errors.

The transverse momentum (pT ) of a particle is inversely proportional to the cur-
vature of its trajectory, where the proportionality constant is determined by the
magnetic field. For the 1.4 Tesla field at CDF, the conversion formula is
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Figure 3.4: A schematic diagram of the five helix parameters. On the left is an r-z
view of the CTC, with the horizontal line being the z axis. The heavy arrow is the
particle trajectory. On the right is an x-y view, with the cross at the center of the
circle being the origin.

pT =
0.002116GeV/cm

|crv| (3.2)

where crv is the curvature. The full 3-momentum is then given by

p = pT

√

1 + cot2 θ (3.3)

3.3.2 The Vertex Time Projection Chamber (VTX)

The VTX is composed of eight octagonal time projection chambers stacked end-
to-end in the z-direction. A diagram of one VTX module is shown in Figure 3.5.
The modules are located inside the inner diameter of the CTC, occupying the space
from r = 11 cm to r = 25 cm and |z| < 1.44 m. Anodes are located at each end
of the module, and ionized electrons drift along the z axis to a plane of sense wires
and cathode pads located at the center of the module. The wires planes in each
octant run azimuthally, and therefore the φ resolution of the chamber is poor. The
z information, which is measured by timing the electron drift, is precise because the
drift velocity is well-known, and the radial information is measured by the wires and
pads. Consequently the VTX is efficient for reconstructing tracks in the r-z plane.
These tracks are projected to the z axis and the position of the interaction vertices
is measured to within one millimeter.

As noted above, the z position of the vertices found by the VTX is used to improve
the stereo pattern recognition of the CTC. We will also use the VTX event vertex to
convert the total energy measured by the calorimeter to transverse energy.
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Figure 3.5: A diagram of one VTX module. On the left is a view of the module in
the x-y plane, showing the orientation of the sense wires. On the right is an r-z view
of one octant of the module, showing the direction of the electron drift to the sense
plane and cathode.

3.3.3 The Silicon Vertex Detector (SVX)

The SVX detector is a silicon microstrip device which provides precise rφ tracking
information close to the interaction point. The silicon sensors are assembled into
ladders which are 25.5 cm in length. The ladders are held at each end by a beryllium
bulkhead, and four layers of ladders form one barrel. The entire device consists of
two identical barrels covering a region between r = 3 cm and r = 7.8 cm. The barrels
meet at z = 0, where there is a gap of 2.15 cm for read-out cables. A diagram of a
barrel and a ladder is shown in Figure 3.6.

The silicon strips run along the z axis, and therefore provide rφ tracking informa-
tion. A charged particle passing through an active silicon layer creates electron-hole
pairs which are observed as a current in the affected strips. Typically a current is
found in more than one strip, so several strips are combined together to form a hit
cluster. The particle position is taken to be the centroid of the cluster, which is
measured by weighting each strip by its collected charge. The position resolution of
a cluster is about 15 µm. These clusters are used to improve the impact parameter,
pT , and φ0 resolution of tracks which were found by the CTC.

For the photon cross section measurement, we will be concerned mostly with the
tracks of conversion electrons. These particles are produced when a photon converts
into an electron-positron pair in the material of the beam pipe, SVX, VTX, and CTC
inner cylinder. Since many of these conversions occur outside the SVX, we will not
attempt to attach SVX clusters to any of these tracks. Instead, we use the SVX to
measure the location of the beam on a run-by-run basis, and when we reconstruct a
conversion photon, we require that it point back to the beam spot. This constraint
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Figure 3.6: The SVX detector. The upper diagram shows a barrel, which consists of
four layers of silicon ladders mounted at each end on beryllium bulkheads.The lower
diagram is a close-up view of a ladder.
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Figure 3.7: Schematic diagram of the ηφ segmentation of the CDF calorimeter. The
shaded regions at high η have only partial depth coverage.

improves the momentum resolution of the CTC without explicitly attaching silicon
clusters to conversion tracks.

3.4 Calorimetry

As shown in Figure 3.7, the CDF calorimeter is subdivided in η into central, wall,
plug, and forward detectors. We will measure the photon cross section in the central
region, so we use the central calorimeter to measure the photon energy. We use the
central, wall, and plug calorimeters to measure the isolation of the photon, and all
four calorimeters are used to measure ET/ .

3.4.1 Central Electromagnetic Calorimeter (CEM)

The CEM is a sampling calorimeter designed to measure accurately the energy of
central photons and electrons. The detector is composed of 48 identical wedges, each
of which subtends 15◦ in φ and 246 cm in z. Twelve wedges stacked together form an
arch. and the four arches meet at z = 0 and x = 0 to form one barrel which covers
|η| < 1. Because the arches meet at z = 0, the region |z| < 4 cm is uninstrumented.
This is known as the 90◦ crack. There are also smaller cracks between the wedges due
to their steel skins. For accurate energy measurements we will avoid events which
have electromagnetic showers in these regions.

The CEM is located outside the solenoid beginning at a radius of 173 cm. A
diagram of a CEM wedge is shown in Figure 3.8. The active volume of the wedge
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Figure 3.8: A diagram of a single CEM wedge. The ten towers are labelled 0 through
9, and the location of the CES strip chambers is also shown.

consists of a stack of 30 1/8 thick lead plates interleaved with 5 mm thick polystyrene
scintillator. The scintillator is divided in z into ten projective towers, each of which
subtends approximately 0.1 units of η. The scintillator is attached to wavelength
shifters at both azimuthal ends, and each wavelength shifter is observed by a photo-
tube. The higher η towers have selected layers of lead replaced with acrylic in order
to keep the amount of absorber constant as a function of polar angle.

The towers in the wedge shown in Figure 3.8 are labelled 0 through 9. Tower 9
is incomplete; it has only about 60% of the absorber and scintillator that the other
towers have. We consider this tower to be outside the fiducial volume of the detector.
In addition, one wedge is missing two towers in order to allow cryogenics and power to
reach the solenoid. This region is known as the chimney module, and is also excluded
from the fiducial region.

As shown in Figure 3.8, a proportional strip chamber (CES) is inserted into the
stacks between the eighth layer of lead and the ninth layer of scintillator. This
location is at a depth of six radiation lengths, and corresponds to the longitudinal
shower maximum. A detailed view of a CES chamber is shown in Figure 3.9. The
chambers consist of crossed anode wires and cathode strips. The wires run along z
spaced at 1.45 cm and measure the azimuthal position of the electromagnetic shower
within the CEM wedge. The cathode strips run in the φ direction and measure the
z position of the shower. The cathode spacing is 1.67 cm in towers zero through
four, and 2.01 cm in towers five through nine. We will use the CES for electron
identification and to identify multiple showers occurring in one CEM tower.
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Figure 3.9: A detailed view of one CES chamber.

The CEM energy resolution is described by

(

σ(E)

E

)2

=

(

13.5%√
E sin θ

)2

+ κ2 (3.4)

The first term was measured in a test beam, and the second term accounts for tower-
to-tower variations. κ has been measured to be 1.6 ± 0.3%.

3.4.2 Central and Wall Hadronic Calorimeters (CHA and
WHA)

The CHA and WHA are sampling calorimeters located behind the CEM which
provide for hadronic energy measurements out to |η| < 1.3. The CHA is contained
within the same wedges that house the CEM, while the WHA is an independent unit.
As shown in Figure 3.2, towers zero through five are contained entirely within the
CHA, while towers six through eight are completed by the WHA. Tower nine passes
through only the WHA. Like the CEM, the CHA and WHA are based on a scintillator-
absorber sandwich. The CHA and WHA employ steel as the absorber, with a plate
thickness of 2.5 cm in the CHA and 5.1 cm in the WHA. Both detectors use 1 cm
thick scintillator. The energy resolution for single charged pions was measured in a
test beam to be

(

σ(E)

E

)2

=

(

50%√
E sin θ

)2

+ 3%2 (3.5)
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3.4.3 Plug Electromagnetic and Hadron Calorimeters (PEM
and PHA)

The η coverage of the CDF calorimeter is continued beyond |η| > 1.1 by the plug
and forward calorimeters. The plug calorimeter instruments the region 1.1 < |η| <
2.4. Although the boundary between the central and plug calorimeters is small, a
significant reduction in response is observed for showers occurring there. This feature
of the calorimeter is known as the 30◦ crack.

The plug is divided into two identical parts, one for the east side of the detector
and one for the west. It is segmented into projective towers which point back to the
nominal interaction point with a tower size of 0.1 units in η and 5◦ in φ. The plug is
also segmented in depth into electromagnetic (PEM) and hadronic (PHA) modules.

Like the central calorimeter, the plug is a sampling calorimeter with lead as the
absorber in the electromagnetic portion and steel in the hadronic portion. However,
instead of a scintillator active medium, the plug uses gas proportional tubes. The
tubes consist of a conductive plastic filled with a 50/50 mixture of argon-ethane
gas and a central high voltage wire which act as an anode. Each layer of tubes is
located next to a set of cathode pads, and these pads are etched to form the projective
geometry of the calorimeter. During an electromagnetic or hadronic shower the gas in
the proportional tubes is ionized by the charged particles of the shower. The ionization
electrons induce signals on both the wires and cathode pads, and the charge observed
on the pads is used to estimate the energy and location of the shower. In the PEM the
various layers of pads are ganged together into three groups to provide three energy
measurements as a function of depth, while in the PHA all layers are summed for one
measurement.

The resolution of the plug has been measured in a test beam with electrons and
pions. The PEM resolution is

(

σ(E)

E

)2

=

(

22%√
E sin θ

)2

+ (2%)2 (3.6)

and the PHA resolution is

(

σ(E)

E

)2

=

(

90%√
E sin θ

)2

+ (4%)2 (3.7)

3.4.4 Forward Electromagnetic and Hadronic Calorimeter (FEM
and FHA)

The forward calorimeter instruments the η region between 2.4 and 4.2 with electro-
magnetic and hadronic modules. Like the plug, the forward calorimeter is composed
of two identical detectors for the east and west sides of the collision hall and uses the
same proportional tube - cathode pad readout technology. The electromagnetic and
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hadronic modules use lead and steel as their respective absorbers, and the cathode
pads are ganged together to form two energy measurements as a function of depth
in each module. At the highest η regions the towers of the forward calorimeter are
truncated in depth in order to provide space for the Tevatron’s low-beta quadrupole
magnets.

The resolution of the FEM as determined by test beam is

(

σ(E)

E

)2

=

(

26%√
E sin θ

)2

+ (2%)2 (3.8)

and the FHA resolution is

(

σ(E)

E

)2

=

(

137%√
E sin θ

)2

+ (4%)2 (3.9)

3.5 Beam-beam counters (BBC)

In addition to providing energy measurements, the forward calorimeter also acts a
mount for a system of large scintillator telescopes which covers the η region between
3.2 and 5.9. Since any inelastic interaction will produce charged particles in this
region, a coincidence between the east and west ’beam-beam counters’ signals a pp̄
interaction.

This information serves two purposes. First, it triggers the data acquisition system
to produce a minimum-bias data sample consisting of typical pp̄ events, which is useful
to study the general properties of the experimental environment. Secondly, the BBC
also measure the instantaneous luminosity of the Tevatron collider, a number which
goes directly into all CDF cross sections.

The procedure for extracting the luminosity is as follows. The BBC data is used
to count the number of beam crossings in which no inelastic pp̄ interaction occurred.
Since the number of interactions per crossing is Poisson distributed, by measuring
the number of ’misses’ we can infer the average number of interactions per crossing.
The total inelastic cross section is known from a previous CDF measurement to be
51.15 ± 1.6 mb [32], so the average number of interactions translates directly to a
measurement of the instantaneous luminosity. To determine the total luminosity of
a CDF dataset we integrate over the instantaneous luminosity observed during the
live-time of the detector in that data. This procedure is accurate to 4.1%, and we
take that as a systematic error on our cross section measurements.

3.6 Trigger

As noted above, the Tevatron produces a beam crossing every 3.5µs, and several
pp̄ interactions may occur during each crossing. The data from the various detector
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components is written to magnetic tape for offline study, but the amount of data
and the speed of the tape drives is such that only about 10 events per second can be
saved. Therefore it is necessary to begin the data reduction process in real time as the
data is collected. For this purpose CDF has implemented a three level trigger system
which selects only the most interesting events for archiving. Since the physics goal of
the experiment are broad, there are many different ways for a given event to pass the
trigger. We will discuss here only the trigger paths used for the direct photon cross
section measurement: an 8 GeV electron trigger, and a 23 GeV photon trigger.

3.6.1 8 GeV electron trigger

The first level of the trigger (Level 1) is required to decide within the 3.5µs bunch
crossing time whether or not the most recent event should be discarded. For the 8
GeV electron sample Level 1 requires that energy be deposited in the CEM. For the
purpose of measuring CEM energy quickly, the trigger organizes the 10 towers in each
CEM wedge into 5 pairs of neighboring towers. These pairs of towers are referred to
as ’trigger towers’, and the energy in the two towers is summed together. To convert
the total energy to transverse energy (ET ), the trigger multiplies the observed signal
amplitude in each trigger tower by a value for sin θ that was calculated by assuming
that the interaction occurred at z = 0. If the estimated ET is greater than 8 GeV,
then the event is sent to trigger level 2 (Level 2).

The Level 2 trigger takes ∼ 20µs to make a decision, and during this time all new
beam crossings are ignored. The Level 2 trigger possesses a hardware calorimeter
cluster finder, allowing for a re-evaluation of the energy found at Level 1. The cluster
finder combines neighboring trigger towers using two algorithms. The first algorithm
requires a ’seed’ tower of at least 5 GeV, and neighboring towers with more than 4
GeV are added to it. The second algorithm requires an 8 GeV seed tower and 7 GeV
neighboring towers. The cluster finder also measures the hadronic fraction of the
cluster by comparing the energy in the CHA and WHA towers to the energy in the
CEM. For the 8 GeV electron trigger, we require that the energy be less than 12.5%
hadronic. The cluster finder produces a list of the location and ET of all clusters.

During Run Ib a second hardware cluster finder known as the XCES was used to
locate showers observed by the wire chambers in the CES. The XCES produces a list
of the φ position of all such CES clusters.

Level 2 also makes use of a hardware track finder called the Central Fast Tracker
(CFT). The CFT searches the hit information from the CTC for evidence of high pT

tracks. It does this by comparing the observed hit patterns in the axial superlayers to
the expected hit patterns of real tracks. The CFT produces a list of candidate tracks
with their pT and location in the chamber. These tracks are extrapolated to the radius
of the CEM and compared with the location of the CEM and CES clusters. For the 8
GeV electron trigger, Level 2 requires a CFT track with pT > 7.5 GeV which points
toward a CEM cluster with ET > 8.0 GeV and a XCES cluster. Events passing these
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requirement are sent to the third trigger level (L3) for further processing.
At L3 the event data is passed to a ’farm’ of 64 Silicon Graphics processors which

analyze the event with a simplified version of the full offline reconstruction code. The
offline CEM clustering and CTC tracking routines are run giving improved measure-
ments of the electron ET and pT . In addition, several electron quality variables are
calculated and L3 rejects events which appear to be fake electrons. These quality
variables are discussed in detail in section 4.3.3. L3 passes electron candidates with
have ET > 8.0 GeV and pT > 6.0 GeV. These events are then written to tape.

3.6.2 23 GeV photon trigger

We use a second trigger with an ET threshold of 23 GeV to measure the photon
cross section at high pT . This trigger allows, but does not require, that a track be
associated with the EM cluster, and we refer to it as a ’photon’ trigger.

Like the 8 GeV electron trigger, this trigger requires an 8 GeV EM cluster at
Level 1. The Level 2 trigger raises the ET threshold to 23 GeV, and also requires an
associated XCES cluster. In addition, the 23 GeV photon trigger adds an isolation
requirement to the EM cluster in order to reduce the trigger rate to an acceptable
level. The isolation of the photon is calculated by a neural net board, which sums the
energy found in the calorimeter in a 5×5 grid surrounding the photon candidate. The
neural net calculates an isolation quality variable which is then used to discriminate
against un-isolated EM clusters. The neural net cut corresponds to roughly 4 GeV
of energy in a cone of radius ∆R = 0.4 surrounding the photon. For this trigger no
events are rejected by Level 3, so all events passing Level 2 are written to tape.

3.6.3 Trigger summary

The trigger requirements of our two datasets are summarized in Table 3.1.
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8 GeV electron data
Level 1 8 GeV trigger tower
Level 2 8 GeV Level 2 CEM cluster

7.5 GeV CFT track
XCES cluster

Level 3 ET > 8.0 GeV
pT > 6.0 GeV

electron ID cuts

23 GeV photon data
Level 1 8 GeV trigger tower
Level 2 23 GeV Level 2 CEM cluster

neural net isolation
XCES cluster

Level 3 no requirements

Table 3.1: Summary of the trigger requirements of the two datasets.



Chapter 4

Event variables and data selection

The selection of the events to be used in the photon cross section measurement
begins with the online trigger system described in the previous chapter. We make
further cuts offline in order to isolate a sample of events in which the signal can be
reliably separated from the background. Some cuts are chosen to discriminate against
background while efficiently retaining the signal events. Others, such as fiducial
requirements, are made in order to insure that the event has been well measured by
the detector. During data selection it is important to only make cuts whose efficiency
to accept real signal events can be measured in the data or can be predicted by the
Monte Carlo. The efficiency of the signal to pass all the selection cuts will be used
to correct the observed number of signal events to the number of produced signal
events, and the error on the efficiency translates directly to an error on the final cross
section.

We begin this chapter with a discussion of the variables we will use to select the
data and measure the cross section. We then explain in detail each cut.

4.1 Event variables

4.1.1 ET

The electron transverse energy is measured by the CEM. Typically the energy of
an electromagnetic shower is deposited in one or two CEM towers. To be safe we use
a three tower cluster: a seed tower whose energy is required to be greater than 5 GeV,
and its two neighboring towers in η. Clusters do not include towers from neighboring
wedges. Clusters are also not allowed to cross the 90◦ crack, so if the seed tower is
tower 0 in Figure 3.8, then only two towers are included in the cluster.

Each phototube produces a voltage signal whose time integral is proportional to
the number of photons incident upon its photocathode. The photons produced by
the scintillator in the electromagnetic shower are attenuated as they travel to the
wavelength shifter located at the end of the tower. Consequently the energy observed

33
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at each end depends on the location of the shower inside the tower. If x is the
position of the shower measured along the length of the scintillator from the center
of the tower, then with an appropriate energy calibration the integrated signal seen
by the two phototubes A and B located at x = ±24.5 cm is

A = Eeλx (4.1)

B = Ee−λx (4.2)

where E is the energy of the shower and λ is the attenuation length of the scintillator.
For the CEM, λ = 68 cm. The geometric mean of the two phototube energies gives
the energy of the shower independent of its location: E =

√
AB.

The total cluster energy is the sum of the energies observed in each tower. Cluster
energy is converted to transverse energy according to ET = E/

√
1 + cot2 θ, where

cot θ is taken from the highest pT track pointing at the cluster.
Small changes are made to the measured ET to correct for time and position

dependent changes in the response of the CEM. The time-dependent corrections are
measured using the ET /pT of isolated (non-conversion) electrons by assuming that the
pT measurement is independent of time. (This is assured by CTC calibrations based
on the J/ψ → µ+µ− resonance.) Studies show that the gain of the CEM decreased by
4% during Run Ib. This is illustrated in Figure 4.1 where the mean ET /pT between
0.9 and 1.1 of W → eν and conversion electrons is shown versus run number. After
applying the correction ET /pT is independent of time. Similarly, the CEM response
also depends on the location of the cluster within a CEM wedge. This ’mapping’
correction was measured in the test beam as well as data, and is shown as a function
of the φ and z position of the shower within the tower in figures 4.2 and 4.3.

The ET distribution of the two final data samples is shown in Figure 4.4

4.1.2 Raw and vertexed pT

The transverse momentum of all tracks is measured by the CTC. The CTC recon-
struction code performs the pattern recognition and track fitting described in chapter
2. This results in measurement of the five track parameters for each track and an es-
timate of their 5×5 covariance matrix. We will refer to this momentum measurement
as the ’raw pT ’.

Most of the tracks that we will be concerned with in this thesis are the result of
a photon conversion. When a photon converts in material, the final state electron
and positron are produced parallel to each other. This unique geometry allows us to
add a constraint to the CTC track fit which improves the momentum resolution of
our measurement. This is done in the following way. We hypothesize the location
of the conversion in the detector and the 3-momenta of the two produced particles.
We require that the momentum vectors be parallel, but we do not require that they
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Figure 4.1: The mean ET /pT of CEM electrons plotted versus run number. Run
55000 occurred in January 1994, and run 72000 was in July 1995. Both W → eν
and conversion electrons are shown, before and after the CEM energy corrections are
applied.
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Figure 4.2: The mean ET /pT of CEM electrons plotted versus the φ position of the
cluster inside the CEM tower. Here φ is transformed to the distance from the center
of the tower (local x) by multiplying by the radius of the CEM from the center of
CDF. Both W → eν and conversion electrons are shown, before and after the CEM
energy corrections are applied.
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Figure 4.3: The mean ET /pT of CEM electrons plotted versus the z position of the
cluster in the CEM (local z). Both W → eν and conversion electrons are shown,
before and after the CEM energy corrections are applied. Unlike the W electrons, the
mean ET /pT of conversion electrons appears to depend on local z before and after the
correction. This may indicate that the conversion pT measurement has a bias which
depends on η.
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▼ 8 GeV electron data
❍ 23 GeV photon data

Figure 4.4: The electron ET distribution of conversion events.

point back to the beam spot 1. We then extrapolate the tracks to the CTC, and
we compare the hypothesized track parameters to those measured by the CTC. To
perform the comparison, we use a χ2 defined by

χ2 = ∆ ~α1 · C̃1
−1 · ∆ ~α1 + ∆ ~α2 · C̃2

−1 · ∆ ~α2 (4.3)

where ∆α1,2 is the difference between the measured and hypothesized track param-
eters for the two tracks, and C̃1,2 are the covariance matrices. We vary the location
of the conversion and the momenta of the two tracks until the χ2 is minimized. This
results in an improved estimate of the pT of the two tracks and the location of the

1The lack of a beam constraint in the vertex fit was an oversight. By using a beam constraint
in addition to the vertex constraint the pT resolution may improve by as much as 15%. This would
improve the statistical errors associated with the E/p background subtraction. However, the final
errors on the cross section are systematically limited.
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conversion inside the detector. We will refer to this pT measurement as the ’vertexed
pT ’.

The conversion geometry which allows us to perform the vertex fit also creates
some difficulties. Because the electron and positron have opposite charge, they bend
in opposite directions and separate from each other in the solenoidal field of the
tracking detectors. However, depending on the momenta of the tracks and the location
of the conversion point, these particles are often very close to each other as they
pass through the first superlayers of the CTC. This situation creates difficulties for
pattern recognition and track fitting. For example, once a given wire has registered
the presence of a hit that wire becomes insensitive to further hits which follow in the
next ∼ 20 nanoseconds. Since the drift velocity of the ionization electrons in the gas
is 50 µm/ns, this means that two hits cannot be distinguished if they are separated
by less than a millimeter within a cell. Consequently, the pattern recognition will
assign the hit to one of the two tracks and record a miss for the other track. Since
the tracking code is not optimized to handle such situations, this often results in a
biased fit for the track pT and a distorted covariance matrix.

One effect of this distortion is shown in Figure 4.5. In the top plot we show the
E/p distribution of the 23 GeV photon data sample using both the raw and vertexed
pT . The peak at E/p = 1 is due to the single photon signal, and the long tail at
high E/p is from backgrounds. After vertexing the tracks the E/p peak becomes 30%
more narrow, indicating that the tracking resolution has improved. In addition, the
mean of the peak shifts by about 4%. In the lower half of the plot the change in the
pT due to the vertex fit is shown.

The conversion pT bias is also displayed in Figure 4.6. Here we plot the average
fractional change in the pT of each track after vertexing as a function of the track
pT . Both the 8 GeV electron data and 23 GeV photon data are shown, and we find
that the bias increases with pT and is much larger in the 23 GeV photon data. This
is expected if the bias is due to hit overlap in the CTC. For example, when the
secondary track is soft ( 1 GeV) it separates from the trigger electron quickly. This
is a common situation in the 8 GeV electron data due to the 2 tower requirement
(which is discussed in section 4.2). In the 23 GeV photon data we often have two stiff
tracks, which may not be distinguishable until the third or fourth layer of the CTC.
Therefore hit level effects become very important in these data.

If the raw pT and the covariance matrix were unbiased then we would expect the
vertex fit to improve the pT resolution but not shift the mean. Therefore the shift
observed in the data is an indication of the non-ideal nature of conversion tracks. For
most purposes we use the vertexed pT because we expect that the vertex constraint
will have the effect of removing some of the distortion.

The radius of conversion distribution of the 8 GeV electron data is shown in Figure
4.7, before and after vertexing. (The un-vertexed radius of conversion is the radius at
which the two tracks are parallel to each other.) Various structures are visible in the
plot, including the SVX, VTX, and CTC inner cylinder. There is also a Dalitz peak
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after vertexing
before vertexing

23 GeV photon data

23 GeV photon data

Figure 4.5: Effects of conversion track distortion. Top: E/p distribution of the 23
GeV photon data before and after the vertex fit. The fit improves the width of
the E/p peak by 30%, and shifts the mean by 4%. Below: fractional change in the
conversion pT after vertexing. The non-zero mean indicates that the raw CTC fit is
biased for conversion tracks.

due to π0 → e+e−γ decays and γ∗ → e+e− at zero radius. The vertex fit improves
the resolution enough that the VTX outer can and the CTC inner cylinder become
distinguishable.

In Figure 4.8 we show the impact parameter of the conversion photon, before and
after performing the vertex fit. The impact parameter is measured from the beam
position, which is determined on a run-by-run basis with the SVX detector. The
width of the beam spot is tens of microns, so the 0.5 mm width in the observed
impact parameter is dominated by the CTC resolution. The vertex fit makes a very
small improvement in the resolution.
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❍ 23 GeV photon data

▼ 8 GeV electron data

Conversion pT bias

Figure 4.6: Conversion pT bias versus pT . The points are the average fractional change
in the conversion track pT after the vertex fit. Both conversion tracks are included,
so each event contributes two entries. The bias increases with track pT , and is larger
for the 23 GeV photon data. This is consistent with the bias being associated with
hit overlap in the inner superlayers of the CTC.

4.1.3 sep

In a photon conversion, the final state electron and positron are produced parallel
to each other at a single point. We define sep as the measured distance between
the tracks in the x-y plane at the point where they are parallel. Since the particles
are created at a single point, the true value of sep is zero for a real conversion.
As shown in Figure 4.9, sep is positive if their trajectories overlap each other, and
negative otherwise. The sep distribution of CTC inner cylinder conversion candidates
is shown in Figure 4.10.
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Figure 4.7: Vertexed and un-vertexed radius of conversion distribution in 8 GeV
electron data. The peak at r = 0 labelled ’Dalitz’ is due to π0 → e+e−γ decays and
γ∗ → e+e−

4.1.4 ∆ cot θ

The solenoidal magnetic field separates the electron and positron in the x-y plane,
but not in z. Consequently the two tracks have identical cot θ. ∆ cot θ is the difference
in the track cot θ’s, and its true value is zero for a real conversion. The ∆ cot θ
distribution observed for CTC inner cylinder conversion candidates is shown in Figure
4.10.

4.1.5 z0

In most events we have two measurements of the electron track z0; one provided
by the VTX and one returned by the CTC track fit. If the CTC z0 is within 5 cm
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8 GeV electron data

after vertexing

before vertexing

Figure 4.8: Conversion photon impact parameter, before and after vertexing. The
width is dominated by the CTC resolution, and not the width of the beam spot,
which is tens of microns.

of a VTX vertex, then we take the VTX z0 as the electron z0. Otherwise we take z0

from the CTC track fit. This occurs in 5% of all events.
The z0 distribution of the final 8 GeV electron data sample is shown in Figure 4.11.

The z0 distribution of a typical data sample is approximately gaussian distributed
about z = 0 with a width of 30 cm. In a conversion data sample, however, the z0

of the electron is highly correlated with the z position of the conversion point. The
material in the inner detector is not uniform in z, and we see an image of this material
on the beamline when reconstructing z0. The sharp drop in z0 near |z| = 30 cm is
due to the SVX detector, which is located between -30 cm < z0 < 30 cm. In the
Figure we have compared the data distribution to the Monte Carlo prediction. The
Monte Carlo material has not been carefully tuned in z, but the location of the SVX
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negative seppositive sep

x

y

Figure 4.9: The sep sign convention. The arcs are the measured trajectories of the
conversion electron and positron in the x-y plane. sep is the distance between the
tracks at the point where they are parallel. sep is positive if the tracks do not overlap,
and negative otherwise.

detector is included correctly. The Monte Carlo predicts a sharp drop at |z0| = 30
cm, but it does not get the overall shape perfectly correct.

4.1.6 η

The pseudorapidity (η) is defined according to equation 3.1. θ in that equation is
the angle between the z axis (beamline) and the line connecting the z0 of the electron
at the beamline and the electron cluster in the calorimeter. The η distribution of the
final 8 GeV electron data sample is shown in Figure 4.12. In a conversion data sample
the η distribution is enhanced at large |η| due to the larger amount of material seen
by photons which travel through the material at an angle.
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(a)

data

(b)

data

Figure 4.10: The conversion identification variables sep and ∆ cot θ. sep is the dis-
tance between the two tracks in the x-y plane at the radius at which they are parallel,
and ∆ cot θ is the difference in the track cot θ’s. These distributions were obtained
from CTC inner cylinder conversion candidates. The vertical lines are the cuts ap-
plied to these variables. The long tails beyond the cut values are dominated by fake
conversions.

4.1.7 Electron identification variables

In this section we describe the six electron identification variables which are used
by the 8 GeV electron Level 3 trigger to reject fake electrons. The six variables are
plotted for the final conversion sample from the 8 GeV electron data and 23 GeV
photon data in Figures 4.14 and 4.15.

χ2
wires and χ2

strips

The CES strip and wire chambers are located within the CEM towers at a depth of
6X0. Because of their fine segmentation, they provide information on the lateral shape
and location of the electromagnetic shower whose energy is measured by the CEM.
About 95 % of an electromagnetic shower is contained laterally within two Moliere
radii from the center of the shower. For the CEM, the Moliere radius is about two
centimeters, and since the CES wire pitch is 1.45 cm, we find the energy deposited
on multiple CES channels. Therefore the offline reconstruction code uses a seed and
shoulder algorithm to combine energetic channels into clusters. The clustering in
done independently in both ’views’ (strip and wire). Clustering begins with channels
which have more than 500 MeV of energy, and grow on both sides to include a total of
11 channels. A plot of the energy versus channel number gives us the lateral profile of
the shower at shower maximum. This profile is compared to shower profiles measured
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Monte Carlo

•    8 GeV electron data

Figure 4.11: The electron z0 distribution of conversion events. The non-gaussian
shape is due to z of the material in the inner detector.

in a test beam with single electrons, and a pseudo-χ2 is calculated for each view to
describe the agreement with the single-shower hypothesis. A χ2

wires and χ2
strips less

than four is expected for a single shower event. A poor value of χ2
wires or χ2

strips

usually indicates that two showers have been included in the same CES cluster. This
can occur if the event is the result of a meson decay such as π0 → γγ.

∆x and ∆z

Most of the electromagnetic showers that we are concerned with in this thesis are
the result of electrons which are observed tracked by the CTC. The electron tracks
can be extrapolated to the radius of the CES (183 cm), and the expected position
of the track can be compared with the measured position of the CES cluster. The
difference in the extrapolated track position and the CES cluster position is known
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Monte Carlo

•    8 GeV electron data

Figure 4.12: The electron η distribution of conversion events. The η distribution of
conversions is enhanced at large |η| due to the larger amount of material seen by
photons which travel through the material at an angle.

as ∆x in the wire view and ∆z in the strip view. For real electrons, ∆x and ∆z are
typically less than a couple of centimeters. Most of the mismatch is due to multiple
scattering of the electron in the material of the solenoid and the CEM.

Lshr

As noted above, an electromagnetic shower is expected to deposit its energy in one
or two CEM towers which neighbor each other in z. The manner in which the energy
is shared between those towers is determined by the position of the shower relative
to the tower boundary and the angle of incidence of the particle which initiated the
shower. In order to quantify the agreement between the lateral energy distribution
observed in a given CEM cluster and the expectation for single shower, CDF uses a
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quality variable known as Lshr (lateral sharing) which is defined as

Lshr = 0.14
∑

k

Mk − Pk
√

0.142ET + (∆Pk)2
(4.4)

The index k runs over the two or three towers in the CEM cluster, and Mk is the
fractional energy found in tower k. Pk is the prediction for Mk which is a function of
the z position of the cluster measured in the CES and the z0 of the cluster measured
with the VTX. In the denominator, 0.142ET represents the square of the energy
resolution of the CEM, while ∆Pk is the error on the prediction Pk. The values used
for Pk are taken from test beam electrons. For single electromagnetic showers, the
Lshr distribution is centered at zero. CEM clusters with more than one shower have
positive Lshr.

had/em

In the central calorimeter, most of the energy in an electromagnetic shower is
deposited in the CEM. Hadronic showers, on the other hand, start deeper and travel
further in the calorimeter, and consequently leave significant energy in the CHA and
WHA. To quantify the nature of the shower, we use a variable called had/em, which
is the energy measured in the CHA and WHA towers behind the CEM cluster towers
divided by the energy measured in the CEM. For an entirely electromagnetic shower
we expect had/em to be no more than a few percent.

4.1.8 local x and local z

In addition to measuring the lateral profile of the electromagnetic shower, CES
clusters are also used to measure the location of the shower within the CEM wedge.
The center of the shower is taken to be the centroid of the strips (or wires) in the
cluster, where each channel is weighted by its energy. This provides a position mea-
surement with an accuracy of a few millimeters. In the wire view the position of
the cluster is called ’local x’, which is measured in centimeters from the center of
the CEM wedge. The edges of the CEM wedge occur at x = ±24.2 cm. The strips
measure ’local z’, which is the position of the cluster along the beam direction. The
center of the detector is at z = 0.0 and the edges of the CEM are at z = ±246 cm.

4.1.9 Ntrk

To insure that the CES and CEM measurements are reliable we veto events in
which extraneous tracks point to the towers which make up the CEM cluster. We
refer to the total number of three dimensional tracks reconstructed by the CTC which
extrapolate to the CEM cluster as Ntrk, and we require Ntrk to be equal to the number
of conversion tracks (one or two) which point to the cluster.
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4.1.10 Econe0.4
T

To measure the isolation of the photon we perform a scalar sum of the transverse
energy in all calorimeter towers which satisfy ∆R < 0.4, where ∆R =

√
∆η2 + ∆φ2.

∆η and ∆φ are calculated for each tower in the following manner.∆η is the difference
between the tower η and the CEM cluster η as measured by the CES strip chambers.
The tower η is calculated from the event vertex by assuming that the energy was
deposited in the center of the tower in z. Energy in the hadronic section of the
calorimeter is assumed to be deposited at a depth of 1.5 interaction lengths, and
electromagnetic energy is assumed to be at a depth of six radiation lengths. Similarly
∆φ is the difference between the tower φ and the CEM cluster φ measured by the CES
wire chambers. The tower φ is determined using the ratio of the energies observed
in the two phototubes A and B attached to the azimuthal ends of the tower. As
seen from equations 2.1 and 2.2, A/B = exp 2λx. Since the attenuation length λ of
the scintillator is known, A/B measures the local x of the energy deposit, which is
converted to global φ.

Excluded from the isolation sum are the two or three towers which make up the
CEM cluster. However, in some events the softer conversion track lands outside the
CEM cluster but within ∆R < 0.4, artificially enhancing the energy sum. In this case
we also exclude from the sum the tower hit by the conversion track, as well as the
closest tower in η. The final summed energy is referred to as Econe0.4

T .

4.1.11 ET/

Since the calorimeter measures both energy and position, we can use it to infer
the production of non-interacting particles (such as neutrinos) by imposing energy
conservation in the plane transverse to the beamline. We refer to the calorimeter
energy imbalance observed in a given event as the ’missing ET ’ (ET/ ). The ET/ is
calculated by performing a vector sum in the transverse plane of all energy deposited
at |η| < 3.6. To be included in the sum a tower must exceed a threshold of 100 MeV
in the CEM, CHA, and WHA, 300 MeV in the PEM, 500 MeV in the PHA and FEM,
and 800 MeV in the FHA. The negative of this vector sum is the ET/ vector. Note
that in pp̄ collisions a non-negligible amount of energy escapes unobserved down the
beam-pipe as the remnants of the initial state particles, and this prevents us from
measuring the missing energy in the z direction.

4.2 1 tower and 2 tower events

In a photon conversion the electron and positron are created nearly parallel to
each other. If the conversion occurs in the CDF inner detector these charged particles
become separated in the x-y plane due to the solenoidal magnetic field. When the
tracks reach the central calorimeter the distance between them ranges from a few
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centimeters to several meters, depending on the stiffness (pT ) of the tracks and the
location of the conversion point. Since a single CEM tower is 49 cm wide in the x-y
plane the electron and positron may shower in the same calorimeter tower or the may
be in separate towers. We refer to conversion with both tracks pointing to the same
tower as ’1 tower’ events, and conversions with the tracks in separate towers as ’2
tower’ events. This is shown schematically in Figure 4.13.

These two conversion geometries lead to significantly different systematics. The
most important effect is on the behavior of the electron ID variables. The CES
electron quality variables (χ2

wires, χ2
strips, ∆x, and ∆z) are designed to distinguish

single electromagnetic showers from double showers occurring in the same CEM tower.
This allows us to reject electron candidates which are due to a π0 → γγ shower
overlapping with a random charged track. As a side effect these variables also reject
1 tower conversion events. The 8 GeV electron trigger applies these quality cuts at
Level 3, so we cannot release them. Therefore for the 8 GeV electron data we restrict
ourselves to the 2 tower geometry only. This causes a loss of acceptance for these data
at high pT , but below 18 GeV the 2 tower geometry is preferred and the acceptance
is relatively large.

The 23 GeV photon trigger makes no electron quality cuts, so in these data we can
recover the 1 tower events which we rejected from the 8 GeV electron data. Above
23 GeV the 1 tower configuration is dominant, so at these pT our acceptance is large.
Furthermore, we impose the requirement that our final 23 GeV photon data sample
be 1 tower only. This ensures that our two data samples have no events in common,
producing statistically independent measurements of the cross section which we can
compare to cross check our understanding the systematics.

For the remainder of this thesis we will refer to the two datasets as either ’1 tower’
and ’2 tower’, or ’8 GeV electrons’ and ’23 GeV photons’.

4.3 8 GeV electron sample selection

4.3.1 Trigger

The 8 GeV electron data selection begins with the three-level trigger system de-
scribed in the previous chapter. At Level 1 the trigger requires 8 GeV of transverse
energy in the CEM. The Level 2 trigger also requires an associated CFT track with
pT > 7.5 GeV, and an XCES cluster in the CES wire chambers. The Level 3 silicon
graphics processor farm runs a version of the offline reconstruction code and makes
the following electron quality cuts:

• ET > 8.0 GeV

• pT > 6.0 GeV

• lshr < 0.2
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conversionconversion
2 tower 1 tower 

Figure 4.13: Schematic diagram 1 and 2 tower conversions. The shaded trapezoids
represent a single tower in the CEM, while the arcs are the trajectories of the con-
version electron and positron.

• had/em < 0.125

• ∆x < 3.0 cm

• ∆z < 10.0 cm

• χ2
wires < 10

• χ2
strips < 10

The six electron ID variables for the 8 GeV electron data are compared to Z →
e+e− electrons in figure 4.14. In addition, the same comparison is made for the 23
GeV photon dataset in Figure 4.15. In that Figure there is a clear distortion of the
χ2

wires and ∆x variables due to the presence of the second EM shower in a 1 tower
event. The other variables are consistent with the electron hypothesis. Since the 23
GeV photon trigger makes no cuts on these variables, we impose none offline.
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Figure 4.14: The six electron ID variables. The solid histograms are the electron ID
variables for Z → e+e− electrons in the data, and the points are for the final 8 GeV
conversion data sample. The vertical lines indicate the location of the cut applied by
the Level 3 trigger to the 8 GeV electron data. The Lshr variable is skewed for the
conversion electrons due to the presence of π0s in the data sample, and had/em is
larger for Z electrons due to the leakage energy expected for high ET showers.
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Figure 4.15: The six electron ID variables. The solid histograms are the electron
ID variables for Z → e+e− electrons in the data, and the points are for the final 23
GeV conversion data sample. The χ2

wires and ∆x distributions are distorted for this 1
tower data due to the presence of the second EM shower. We make no cuts on these
variables for this data.
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4.3.2 Conversion identification cuts

We begin the offline data reduction with a search for events containing conversions.
We calculate sep and ∆ cot θ for each pair of opposite sign CTC tracks. We accept as
conversion candidates track pairs which satisfy |sep| < 0.3 cm and |∆ cot θ| < 0.05.

The sep and ∆ cot θ distributions for conversion candidates occurring in the CTC
inner cylinder are shown in Figure 4.10, along with the cut values.

Candidates which pass the sep and ∆ cot θ cuts are then vertexed. The vertexing
routine makes two quality cuts before attempting the vertex fit. The first requires
that the z0’s of the two tracks differ by no more than 20 cm. The second requires
that the initial guess for the radius of conversion be greater than -2.0 cm. The initial
guess radius of conversion is the radius at which the raw CTC tracks are parallel to
each other. This radius is considered negative if the momentum vector of the photon
points toward the beam spot instead of away from it.

We apply the following geometric and kinematic cuts to the conversion candidate:

• psec
T > 0.4 GeV

• 2.0 < rcnv < 30.0 cm

• |η| < 0.9

psec
T is the pT of the softer of the two conversion tracks. The psec

T cut insures that both
tracks are in the plateau region of the CTC tracking efficiency. rcnv is the vertexed
radius of conversion, and η is the pseudo-rapidity of the conversion photon. The
lower limit on rcnv removes π0 → e+e−γ decays and γ∗ → e+e− events from the data
sample.

Finally, for the 8 GeV electron data we require that the higher pT conversion track
(trigger electron ) point at a CEM cluster, and that the lower pT track (secondary)
point at a separate CEM tower (2 tower requirement). The trigger electron is required
to extrapolate to within 17.5 cm of the tower center, while the secondary track is
required to be more than 31.5 cm away from the tower center. (The tower edge is
located at 24.2 cm.)

• |xel| < 17.5 cm

• |xsec| > 31.5 cm

4.3.3 Electron cuts

We make several offline cuts to the CEM cluster which is associated with the
conversion candidate. We require that the cluster be contained within the fiducial
volume of the CEM, which excludes the following regions:
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• local |x| > 21.0 cm (wedge edge)

• local |z| < 9cm (90◦ crack)

• local |z| > 217cm

• tower 7 of chimney module

Finally, we require that the electron z0 (as measured by the VTX) be within 60
cm of the center of the detector. This cut insures that the projective tower geometry
of the calorimeter remains valid for the event.

4.3.4 Isolation cuts

The goal of this thesis is to measure the cross section for isolated prompt photons.
The term ’isolated’ refers to the energy of other particles which are created in the
same direction as the photon. The primary backgrounds to the prompt photon signal
are π0 and η decays to two photons. Since π0’s and η’s are hadronic particles, they are
produced primarily in jets, particularly at high pT . Therefore, to reject background
while retaining signal we eliminate events in which the conversion candidate is found
near other energy deposits in the calorimeter.

We make two isolation cuts on the conversion: a cut on Econe0.4
T and Ntrk. For the

2 tower conversion data the Econe0.4
T cut has two possibilities. If the secondary track

extrapolates to a tower which is outside the 0.4 cone, then we require E cone0.4
T < 1.0

GeV. However, if the secondary track is within the 0.4 cone, then we exclude from the
cone energy sum that tower and its closest neighbor in η. To account for the loss of
area, we lower the cut value to 0.87 GeV. This value was chosen to produce the same
efficiency for signal as the 1.0 GeV cut in the standard case. The efficiency study is
described in section 7.2.5.

The Econe0.4
T distribution of the two datasets is shown in Figure 4.16.

The second isolation cut is on Ntrk, the number of three dimensional tracks which
extrapolate to the CEM cluster. In 2 tower events we require Ntrk = 1 to eliminate
events with extraneous tracks.

4.3.5 ET/ cut

In the 8 GeV electron data we require ET/ < 25 GeV. This cut reduces a back-
ground due to W → eν events which populates the 2 tower case at high pT . This
background is described in section 9.2. The ET/ distribution of the data is shown in
Figure 4.17.
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8 GeV electron data

secondary track inside ∆R = 0.4

secondary track outside ∆R = 0.4

CDF PRELIMINARY

23 GeV photon data

Figure 4.16: The Econe0.4
T distributions of the two datasets. The vertical line marks

the cut value. Top: the 8 GeV electron data (2 tower). In this dataset E cone0.4
T is

shown with the soft secondary track inside and outside the cone. When the track is
inside the cone, the cut is lowered from 1.0 GeV to 0.87 GeV to account for the loss
of two towers from the sum. In this plot the data is shown shifted by 0.13 GeV so
that the cut for both cases appears at 1.0 GeV. Bottom: the 23 GeV photon data (1
tower).

4.3.6 8 GeV electron data selection summary

The 8 GeV electron data selection is summarized in Table 4.1, and the number of
events remaining after each cut are listed in Table 4.2.
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8 GeV electron data
Level 1 8 GeV trigger tower
Level 2 8 GeV Level 2 CEM cluster

7.5 GeV CFT track
XCES cluster

Level 3 ET > 8.0 GeV
pT > 6.0 GeV

Fiducial |xel| < 17.5 cm
(2 tower) |xsec| > 31.5 cm

9 cm < |z| < 217 cm
chimney tower excluded

|z0| < 60 cm
Conversion |sep| < 0.3 cm

|∆ cot θ| < 0.05
psec

T > 0.4 GeV
|η| < 0.9

2 cm < rcnv < 30 cm
successful vertex fit

Electron ET > 8.0 GeV
pel

T > 6.0 GeV
lshr < 0.2

had/em < 0.125
∆x < 3.0 cm
∆z < 10.0 cm
χ2

wires < 10
χ2

strips < 10

Isolation Econe0.4
T < 1.0 or 0.87 GeV

Ntrk = 1
ET/ ET/ < 25 GeV

Table 4.1: 8 GeV electron dataset selection.
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8 GeV electron data

CDF PRELIMINARY

23 GeV photon data

Figure 4.17: The ET/ distribution of the two datasets. Top: the 8 GeV electron data
(2 tower). The vertical line marks the ET/ cut placed on this data. Bottom: the 23
GeV photon data (1 tower). We make no ET/ cut on this dataset.

4.4 23 GeV photon sample selection

The 23 GeV photon sample selection similar to the 8 GeV electron sample, but
with fewer cuts. As discussed in section 4.3.1, this trigger makes no electron ID cuts
at Level 3, and we impose none offline. We apply the same conversion cuts as in the
8 GeV electron case, except that we require that the events be 1 tower only:

• |xel| < 17.5 cm

• |xsec| < 17.5 cm

Otherwise the fiducial cuts are the same. The isolation cuts on the 23 GeV photon
data are simple: we require Econe0.4

T < 1.0 GeV and Ntrk = 2. We make no ET/ cut
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on this dataset. The 23 GeV photon data selection is summarized in Table 4.3, and
the number of events remaining after each cut is listed in Table 4.4.
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Selection number of events
pass Levels 1,2,3 4,738,521

conversion with CEM cluster 1,250,597
2 cm < rcnv < 30 cm 1,015,386

psec
T > 0.4 GeV 971,219
|η| < 0.9 809,426

central fiducial CEM cluster 756,404
2 tower 367,040

|z0| < 60 cm 353,935
ET/ < 25 GeV 353,135

ET > 8 GeV, pel
T > 6 GeV 343,370

electron ID cuts 334,033
10 GeV < photon pT < 65 GeV 299,028

Econe0.4
T < 1.0 GeV 106,532

Ntrk = 1 89,412
0.5 < E/p < 2.0 88,662

Table 4.2: 8 GeV electron data reduction
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23 GeV photon data
Level 1 8 GeV trigger tower
Level 2 23 GeV Level 2 CEM cluster

neural net isolation
XCES cluster

Level 3 no requirements

Fiducial |xel| < 17.5 cm
(1 tower) |xsec| < 17.5 cm

9 cm < |z| < 217 cm
chimney tower excluded

|z0| < 60 cm
Conversion |sep| < 0.3 cm

|∆ cot θ| < 0.05
psec

T > 0.4 GeV
|η| < 0.9

2 cm < rcnv < 30 cm
successful vertex fit

Electron ET > 28 GeV
pT > 8 GeV

Isolation Econe0.4
T < 1.0 GeV

Ntrk = 2

Table 4.3: 23 GeV photon dataset selection.

Selection number of events
pass Levels 1,2 2,416,846

conversion with CEM cluster 255,380
2 cm < rcnv < 30 cm 173,795

psec
T > 0.4 GeV 167,079
|η| < 0.9 143,237

central fiducial CEM cluster 137,187
1 tower 33,711

|z0| < 60 cm 32,493
ET > 28 GeV, pel

T > 8 GeV 17,787
30 GeV < photon pT < 65 GeV 14,416

Econe0.4
T < 1.0 GeV 3,911

Ntrk = 2 3,115
0.5 < E/p < 2.0 2,775

Table 4.4: 23 GeV photon data reduction
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Monte Carlo Simulation

In this chapter we describe the Monte Carlo simulations used to understand the
data. In the direct photon cross section measurement the Monte Carlo serves two main
purposes: it predicts the E/p distributions of signal and background, and it calculates
the geometric acceptance for the single photon signal. Therefore the Monte Carlo
plays a crucial role in both the signal extraction and in the cross section calculation.

In this thesis we measure the photon cross section using events in which the photon
has converted into an electron-positron pair in the material of the inner detector. The
manner in which the photon energy is divided between the final state electron and
positron is known as the conversion asymmetry. Many of the offline geometrical cuts
that we make, as well as the 8 GeV electron trigger, bias the observed asymmetry
of the of the conversions. To infer the total cross section it is important that we
understand these biases. To simulate the bias we use a theoretical calculation of the
conversion asymmetry distribution as a central part of the Monte Carlo. In this way
we correctly account for the correlation between the conversion asymmetry and the
detector geometry cuts.

To perform the background subtraction we fit the E/p distribution observed in the
data to the sum of the E/p distributions for signal and background as predicted by the
Monte Carlo. Therefore the reliability of the background subtraction is determined by
the quality of the E/p simulation in the Monte Carlo. The detectors used to measure
E/p, the CEM and CTC, are among the best understood at CDF. The behavior of
both has been calibrated extensively in the data with Z → e+e−, W → eν, µν, and
Z, J/ψ, Υ → µ+µ− events.

We expect the single photon signal to have an E/p distribution which is sharply
peaked at unity, with a width consistent with the known resolutions of the CEM
and CTC. This distribution is simple enough that it could plausibly be modeled as
a gaussian without a simulation. We use the Monte Carlo’s prediction in order to
include small effects like bremsstrahlung.

Background events also have a simple E/p shape. In the case of a two photon
meson decay, the calorimeter will measure the energies of both photons, and thereby

62
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observe the transverse momentum of the meson. The tracking chamber, however,
reconstructs the momentum of only one of the final state photons. Therefore, by
comparing the CEM energy to the CTC momentum we measure the decay asymmetry
of the meson. Meson decay kinematics are well known, so we expect the Monte Carlo
to give reliable predictions for the meson E/p.

There are two cases where effects which are not modeled by the simulation can
have important pT dependent consequences on the E/p shape and acceptance: the
trigger efficiency and the CTC tracking efficiency. Both of these efficiencies have been
measured in the data previous to this work, and the authors of those studies report
the efficiencies as a function of the ET and pT of the electron and track. We apply
these parameterized forms to the results of the Monte Carlo simulation to assess their
effects.

Although the detector simulation that we employ simulates most of the variables
that we use to isolate our data sample, for many of those variables the simulation gives
predictions that can only be trusted qualitatively. To evaluate the signal efficiency
of most of our cuts we do not rely on the Monte Carlo. Rather we use a variety of
studies done in the data, and these studies are described in chapter 7.2.

The CDF detector simulation that we use is known as QFL. This set of routines
produces simulated data files which have the same format as real data files, and there-
fore the results of the simulation can be analyzed with the same offline reconstruction
code. In order to maximize the speed and efficiency of the simulation, QFL does not
attempt to simulate in detail the physical processes that occur inside each detector
during an event. Instead, it takes the ’true’ generator level quantities and smears
them by the known resolutions of the detectors to produce simulated measurements.
For example, the CTC simulation takes the true trajectory of a charged particle and
produces a smeared ’track’ without generating a set of hits or running the track
reconstruction code. This approach is adequate for most purposes, and it has the ad-
vantage of reproducing exactly the resolution observed in the data. We will note the
limitations of this type of simulation when appropriate. Also, we have altered several
QFL routines in order to better simulate the photon cross section measurements. We
will note these cases in passing.

5.1 CEM simulation

The CEM simulation adds up the energies of the electrons and photons which
land in each tower of the CEM and smears the sum according to equation 3.4. The
output of the simulation has the same format as real data from the detector, and the
same electron reconstruction code will subsequently cluster groups of CEM towers
into CEM clusters. We now discuss several subtleties of the CEM simulation.

Each CEM tower is observed by two photomultiplier tubes, one at each azimuthal
end. The energy in the tower is calculated according to the geometric mean of the
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total charges integrated by the two PMTs. The energy seen by each phototube
depends strongly on the distance between the phototubes and the location of the
electromagnetic shower in the tower due to the light attenuation of the scintillator.
As discussed in section 4.1.1, by taking the geometric mean of the two PMTs, we get
an energy measurement which is largely independent of the position of the EM cluster
within the tower. A small position dependence remains (a few percent variation from
the center of the tower to the edge), and this is removed later by the energy correction
code.

While QFL attempts to simulate the measurement of each CEM phototube, the
only quantity which it should reproduce well is the geometric mean. QFL includes
the form of the residual position dependence of the energy measurement, so we sub-
sequently run the energy correction code on the Monte Carlo as well as the data.

The lack of a well calibrated model for each individual PMT has important conse-
quences in events where two EM showers occur in the same tower but well separated
from each other. In this case the geometric mean will not give an unbiased estimate
of the total energy. To predict that bias it is necessary to model the two PMTs
individually, and QFL cannot do this exactly. Since in 1 tower conversion events we
have the electron and positron showers in the same CEM tower, we must consider
systematic effects which may result from the lack of a better PMT simulation.

At the edge of the tower the response of the CEM falls rapidly. QFL models this
with a steep function fit from test beam data, but the slope of the function is too large
to reproduce exactly. We will avoid events in the data which have energy deposited
near the edge of the tower.

A real EM shower will typically deposit energy in two neighboring CEM towers.
The manner in which the energy is shared between the two depends on the location
of the energy deposit and the angle of incidence of the initiating particle. The Lshr

variable describes whether the energy sharing in a given cluster is consistent with
expectations for a single shower. QFL’s simulation of the energy sharing is not good
enough to compare with data, so only the sum of the tower energies in a cluster is
reliable. A similar statement is true of the energy which leaks out the back of the
CEM into the hadronic calorimeter.

5.2 CES simulation

As described in section 3.4.1, the CEM has a layer of strip and wire chambers
(CES) embedded at a depth of six radiation lengths, a location which corresponds to
shower maximum for typical shower energies encountered at the Tevatron. The CES
gives us finely segmented information about the position and transverse shape of a
shower occurring inside a single CEM tower. Only a detailed shower simulation could
hope to predict the behavior of these chambers from first principles. In QFL the
strip and wire energy observations are simulated by drawing from a ’frozen shower’
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database of CES measurements done with single test beam electrons. This insures
that the Monte Carlo gives an accurate representation of the behavior of the real
detector. In events where two showers overlap in the CES, the energy from two of the
frozen showers is summed. The same cluster reconstruction code runs on both the
data and Monte Carlo, and this code calculates electron ID variables such as χ2

wires,
χ2

strips, ∆x, and ∆z.
In the data the CEM and CES measurements are correlated because they observe

the same shower. For example, if a particular shower fluctuates such that the CEM
measurement is high, then the energy observed in the CES may also be high. In QFL
the CEM and CES simulations are performed separately from each other, so there
can be no correlations between the two. We do not use the CES energy measurement
in this thesis, so we do not expect this effect to be important.

However, there is an important correlation between the CES electron ID mea-
surements and E/p for a π0 → γγ event. This is because the E/p of a meson is
a measurement of its decay asymmetry, and that asymmetry determines the angle
between the two photons as well as their energy sharing. These in turn have a sub-
stantial impact on the results of the CES observations. Therefore in the data the
E/p and CES measurements are tied together by the decay kinematics of the meson.
We expect QFL to understand this correlation because the meson decay is simulated
correctly.

The 8 GeV electron trigger that we use makes cuts on CES electron ID variables
at Level 3. We will apply these cuts in the Monte Carlo in order to predict their effect
on the E/p distributions of signal and background. However, when determining the
efficiency of these cuts to retain signal, we will not rely on QFL to make predictions.
Instead we will measure their efficiency in the data with a sample of electrons where
the cuts have not been applied. This study is described in section 7.2.3.

5.3 CTC simulation

The QFL simulation of the central tracking chamber (CTC) takes the true track
parameters of charged particles with pT > 400 MeV, and smears them according
to the resolution of the CTC. The track produced by the simulation is identical in
format to that produced by the tracking reconstruction code which is runs on the
data. Therefore the same analysis routines, such as conversion finding or electron
reconstruction, can run on the data and Monte Carlo.

The smearing of the five track parameters is done by calculating a 5×5 covariance
matrix for each track. The covariance matrix for a track depends on the location and
accuracy of the the hits which make up the track. In QFL the resolution of each hit
is set to 220 microns, a value which was observed in the hit residuals in the data. To
simulate the hit pattern for a track, QFL first calculates which of the 84 layers of wires
the track passed through. (A track may pass through less than 84 layers if it exits the
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chamber through the endplate, but this is uncommon for a central conversion track.)
To get the final hit pattern QFL throws away the hits on some wires based on the hit
efficiencies of each wire layer observed in the data. This hit pattern then determines
the track covariance matrix.

Once the covariance matrix is calculated, QFL draws a set of five random numbers
which have the exact correlations described by the covariance matrix. These random
numbers are added to the true track parameters of the Monte Carlo particle to produce
the final smeared track.

We now discuss some limitations of QFL’s tracking simulation.

5.3.1 CTC tracking efficiency

QFL produces a track for every charged particle with pT > 400 which passes
through the volume of the CTC. The tracking efficiency of the real CTC, however,
turns on between 300 and 400 MeV, and plateaus around 95%, as shown in Figure
5.1. This plot shows the results of a study of the CTC tracking efficiency done
by the University of Toronto[30]. The study was performed by embedding the hits
from a Monte Carlo track inside the hit data from a real event. Then the tracking
reconstruction code is run, and the efficiency for finding the new track is measured
as a function of the pT of the track. The curves shown here represent the average
tracking efficiency over the course of Run Ib.

The tracking efficiency is slightly different for positive and negative tracks. This
is due to the fact that the cells of the CTC are tilted at 45◦ with respect to the radial
direction in the direction that positively charged particles bend in the magnetic field.
Therefore, positive particles are less likely to cross cell boundaries than negative
particles, so they have a slightly larger hit efficiency.

Since QFL does not take account of the tracking efficiency above 400 MeV, we
impose the efficiency during the data analysis stage by rejecting events randomly
according to the efficiency shown in Figure 5.1. This makes up one part of our
efficiency calculation. Furthermore, we place a lower pT cut of 400 MeV on all tracks
in the data and Monte Carlo so that the exact form of the efficiency turn-on does not
influence our measurement.

5.3.2 Two track separation

A second limitation of QFL’s CTC simulation is the neglect of hit level effects.
One such effect which could have a significant impact on the photon cross section
measurement is the two-track separation. In order for two nearby tracks to be dis-
tinguished they should be separated by approximately three millimeters. Since the
electron and positron from a photon conversion are produced parallel to each other
and are only separated by the effect of the magnetic field, in many cases they are
not distinguishable until the second or third layer of the CTC. Although we do not
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Tracking efficiency

(+)
(-)

Figure 5.1: The CTC tracking efficiency as a function of the track pT . The two curves
correspond to positive and negative tracks. The vertical line at 0.4 GeV shows the
value of the lower pT cut placed on all conversion tracks. The curves plotted here are
parameterizations of the efficiency measured in track embedding studies done by the
University of Toronto [30].
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expect a loss of tracking efficiency due to this effect, the overlapping hits produced
by the two tracks can result in unusual tracking systematics which are not seen in
generic tracks.

One consequence of this in the data is shown in Figure 4.10, where the sep dis-
tribution of CTC inner cylinder conversion candidates in the data is shown. sep is
the distance between the two conversion tracks at the point where they are parallel,
so the true value of sep in all events should be zero. In the Figure the mean value of
sep is clearly shifted away from zero. This indicates that the conversion tracks recon-
structed in the data must be distorted. As shown in Figure 5.2, QFL does not predict
such a bias. However, also shown in Figure 5.2 is the result of a more sophisticated
CTC simulation (known as CDFSIM) which generates hits to be reconstructed by
the tracking algorithm. The sep distribution of conversions simulated with CDFSIM
shows a similar negative bias as seen in the data.

As the sep variable indicates, the tracks found in the data have some subtleties
which are not understood by QFL. As discussed in section 4.1.2, conversion track
distortion also produces a bias on the pT measurement. We will consider this when
evaluating the systematic errors on the cross section measurement.

5.3.3 CTC covariance scale

One of the mysteries which remain in regard to the behavior of the CTC is the
exact nature of the track parameter errors. Since the CTC provides up to 84 hits on a
track, it is simple to measure the hit resolution in the data by removing a single wire
from the track fit and comparing the extrapolated track position to the observed hit
location. The track parameter errors should be calculable based on this hit resolution
and hit efficiencies as discussed above. However, it was found that in order to explain
the width of resonances such as the J/ψ, and to attach SVX hits to CTC tracks, the
calculated covariance matrix of CTC tracks must be inflated by about a factor of two.

Although the source of this ’CTC covariance scale’ is not understood, we must
account for it in our CTC simulation. We use the E/p distribution of high ET

conversions to determine the best covariance scale for our measurement. We select
conversion events from the 8 GeV electron trigger which have pT between 36 GeV
and 46 GeV. In this pT range the energy resolution of the CEM is much better than
the momentum resolution of the CTC, so we expect the width of the E/p peak to
be determined primarily by the CTC resolution. We require that the the electron
and positron tracks point toward separate CEM towers. In figure 5.3(a) the E/p
distribution of the data is compared to the Monte Carlo which has been generated
with a CTC covariance scale of 1.8. To match the Monte Carlo to the data we fit
the E/p peak to a gaussian between 0.85 < E/p < 1.15. In Figure 5.3(b) we show
the results of the Monte Carlo fit as a function of the Monte Carlo covariance scale.
Also shown as a horizontal line is the value observed in the data. We find that the
preferred covariance scale is 1.8, a value which is not atypical for CDF analyses.
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CDFSIM

QFL

Figure 5.2: The x-y separation (sep) of photon conversion tracks as simulated by
QFL and by CDFSIM. CDFSIM generates hits on wires which are reconstructed by
the tracking code, whereas QFL simulates tracking by simply smearing the true track
parameters. CDFSIM predicts that sep will be biased towards negative values as seen
in the data, and QFL does not.
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Figure 5.3: Setting the CTC covariance scale of the Monte Carlo. (a) The E/p
distribution of the data compared to the Monte Carlo for 36 GeV < pT < 46 GeV.
In this Figure the Monte Carlo was generated with a covariance scale of 1.8. (b) The
width of a gaussian fit to the Monte Carlo E/p distribution between 0.85 and 1.15 as
a function of the Monte Carlo CTC covariance scale. The horizontal line is the width
returned by a similar fit in the data.
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5.4 Trigger parameterization

QFL does not implement a simulation of the CDF trigger system. A separate soft-
ware package, known as TRGSIM, attempts to simulate the CDF trigger hardware,
but this simulation is not reliable enough to use in physics measurements. Conse-
quently CDF measurements which require knowledge of the trigger behavior rely on
trigger studies performed in the data with an independent data sample. This is the
approach that we take in the photon cross section measurement.

Typically the efficiency of the a trigger can be parameterized in terms of one or
more simple variables. These variables are chosen to be the reconstructed physics
variables which correspond most closely to the detector information on which the
trigger hardware based its decision. For example, the Level 1 and Level 2 electron
triggers pass or fail events based on the energy seen in the calorimeter and the mo-
mentum of the tracks which are found by the track reconstruction hardware (CFT).
Therefore the electron triggers efficiency is measured in terms of the offline ET and
pT of the reconstructed electron candidate. When parameterized by appropriate vari-
ables the trigger efficiency should appear as a sharp turn-on followed by a plateau
which represents the asymptotic efficiency.

In the photon cross section measurement we use an 8 GeV electron trigger and a
23 GeV photon trigger. The efficiencies of these triggers were measured previous to
this work, and we adopt the results of those studies[16],[31].1 For the 23 GeV photon
trigger we do not know the functional form of the trigger efficiency turn-on, so we
avoid events which are not in the plateau regions with lower cuts on the ET of the
event. For the 8 GeV electron trigger we retain events in the turn-on region in order
to have sensitivity at the lowest possible photon pT . We use the results of a study
which measured the trigger behavior at all ET and pT .

In the case of the 8 GeV electron trigger, the requirement of a 7.5 GeV track
produces a significant bias on the asymmetry of the conversion when the photon pT is
near the trigger threshold. This track requirement also biases the asymmetry of the
meson decay in the case of a π0 → γγ or η → γγ event, and this has the consequence
of cutting off the high E/p tail of the background near the trigger threshold. Therefore
the trigger effects both our signal acceptance and the E/p background subtraction.
Ultimately we can compare the E/p distributions of data and monte carlo to judge
how well the trigger is modeled.

The Level 1 trigger for all of the datasets used in this thesis is an 8 GeV calorimeter
trigger. This trigger is known to have an asymptotic efficiency of 100%, and we will
not consider it further. The Level 3 electron trigger applies electron ID cuts to the
electron candidate. We re-apply these cuts offline, and we measure their efficiency in
a separate study described in section 7.2.3.

1In the case of the 8 GeV electron trigger, the efficiency was measured using a sample of isolated
(non-conversion) electrons. We repeated the study with conversion electrons, and found that the
trigger behavior is the same.
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We now describe the form of each Level 2 trigger efficiency used in the photon
cross section measurement.

5.4.1 8 GeV electron trigger

This trigger has three Level 2 requirements: a calorimeter cluster with ET > 8
GeV, a CFT track with pT > 7.5 GeV, and a CES cluster matched to the track. We
parameterize the calorimeter and track thresholds in terms of electron ET and pT .
The CES cluster measurement is correlated with the energy observed in the CEM,
and therefore for convenience we parameterize it in terms of ET as well. In addition,
there is a small inefficiency which occurs when an electron hits the calorimeter near
a trigger tower boundary. This is also parameterized by ET . The efficiency curves
of these four thresholds were measured with a pre-scaled sample of 5 GeV electrons,
and are shown in Figure 5.4. The asymptotic efficiency of the trigger was taken
from a sample of volunteer electrons collected with a muon trigger, and was found
to be 0.9137 ± 0.0088. This value is consistent with a separate measurement of the
asymptotic CFT efficiency.

To apply these results to the Monte Carlo, we calculate the probability of an
event passing the trigger based on its ET and pT as the product of the curves shown
in 5.4 and the asymptotic efficiency. We then randomly reject events based on this
probability.

5.4.2 23 GeV photon trigger

This trigger requires a 23 GeV calorimeter cluster, a CES cluster, and that the
calorimeter cluster be isolated. The asymptotic efficiency of these requirements was
measured with a prescaled sample of events collected with 10 GeV and 23 GeV thresh-
olds without the XCES and isolation requirements. The result is 0.914 ± 0.043, and
we randomly reject events in the Monte Carlo according to this probability.

5.5 Material distribution

The distribution of material in the inner detector, which acts as our conversion
medium, plays a crucial role in the Monte Carlo because it affects our signal accep-
tance. The radius of conversion and acceptance become correlated due to the fact that
we make cuts on where the conversion tracks are allowed to point in the calorimeter.
For example, for events in the 8 GeV electron sample we require that the electron
and positron be in separate CEM towers (2 tower requirement). A photon which
converts near the origin is more likely to satisfy this requirement than a conversion
in the CTC inner cylinder. Therefore to calculate the acceptance for signal we must
have a realistic model of the material distribution in the monte carlo.
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pT > 7.5

ET > 8.0

CES cluster

trigger tower boundary

Figure 5.4: The threshold shapes of the 8 GeV electron trigger. The four curves
correspond to CFT > 7.5 GeV, CEM > 8 GeV, CES cluster, and trigger tower
boundary efficiencies. The asymptotic efficiency, not shown here, is 0.9137 ± 0.0088.
The total trigger efficiency is the product of the these functions.
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QFL includes a model of the inner detector material based on our knowledge of
the construction of the detector. We have altered this model in order to reproduce
better the material observed in the data. We have done this by changing the ra-
diation lengths of various structures in the model, and in some cases moving their
location. To compare the model to the data we generate direct photon events with
PYTHIA, simulate their conversion and reconstruction with QFL, and then compare
the reconstructed radius of conversion distribution with that of the data. To do the
comparison we apply all the cuts used to isolate our final sample, since some of the
cuts will alter the observed radius of conversion distribution.

The material in the Monte Carlo is simulated as a series of thin cylinders. In the
data the material is smoothly distributed, and this makes it difficult to compare the
radius of conversion distributions directly. Instead we compare the integrated radius
of conversion distributions. This is shown in Figure 5.5.

Our final result for the photon cross section is inversely proportional to the ma-
terial scale of the inner detector through the total conversion probability. For the
cross section measurement we do not ask the Monte Carlo to predict the conversion
probability. Instead we put in the correct number by hand, which was in measured
in data. The measurement of the conversion probability is described in section 8.
Therefore our final results are not very sensitive to the material scale in the Monte
Carlo.

However, the amount of material also determines the amount of bremsstrahlung,
and therefore the material scale can have a small effect on the E/p distribution of the
data. Since we use E/p to perform the background subtraction by fitting to Monte
Carlo templates, we have set the material scale of the Monte Carlo to reproduce the
total conversion probability of the data.

To confirm that the Monte Carlo material scale is correct we compare our results
to a separate Monte Carlo developed to measure the mass of the W boson at CDF
[37]. In that work it was found that the average number of radiation lengths which
W → eν electrons pass through before the CTC tracking volume is 7.2%. After
running the same W → eν events through our tuned version of QFL we also find an
average radiation length of 7.2%.

5.6 Conversion asymmetry

Many trigger and reconstruction effects bias the conversion asymmetry observed
in the data, and we rely on the Monte Carlo to account for these effects. Fortunately,
the conversion asymmetry is well known both from theory and experiment. The
analytic calculation of the asymmetry is shown in Figure 5.6. This plot shows the
fraction of the photon’s energy which is given to the positron in the conversion process.
The asymmetry has a very small dependence on the photon’s energy and the atomic
number of the conversion medium, and in the Figure these have been set to 30 GeV
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Figure 5.5: The material distribution in the Monte Carlo. The top plot shows the
true radial location of the material in the Monte Carlo. The bottom plot shown the
integrated radius of conversion in the Monte Carlo after reconstruction compared to
that in the data.
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and Z = 13. To simulate the conversion process QFL draws a random number which
is distributed from 0.0 to 0.5 as shown in Figure 5.6, and assigns that fraction of the
photon’s energy to the electron or positron. The QFL calculation accounts for the
energy dependence of the asymmetry, but all material is assumed to have an atomic
number of 13.

5.7 Event simulation

We use PYTHIA version 6.115 to generate our signal Monte Carlo sample of direct
photon events. PYTHIA generates a direct photon event whose pT and η distribution
is given by a leading order QCD calculation. PYTHIA also generates a hadronic
recoil on the opposite side so that the energy in the event is balanced, but we will
not use this part of the simulation in our measurement. We initialize PYTHIA to
generate photons with pT > 9.0 GeV and |η| < 1.3.

To simulate background events we use a single particle generator known as FAKE EVENT.
FAKE EVENT produces a given particle with a pT and η spectrum which is chosen
by the user. We generate π0’s and η’s separately with a power law pT spectrum. The
choice of the power law is discussed in section 5.9. The η spectrum is chosen to be
flat from -1.0 to 1.0.

The π0’s decay promptly to γγ and γe+e− with branching fractions of 98.8% and
1.2 % respectively. η’s also decay promptly to a variety of final states, including
γγ (40 %), 3π0 (32 %), π+π−π0 (23 %), and π+π−γ (5%). The 3π0 mode tends
to give a very large E/p outside the signal region, and the charged pion modes are
eliminated by the no-extra-tracks requirement on the electron cluster. Therefore the
most important decay mode for both the π0 and the η is the two gamma mode. This
two-body decay is calculated in the rest frame of the meson and then boosted into
the lab frame.

Both the signal and background Monte Carlos produce events which are symmetric
in azimuth, and the location of the collision along the beam axis is chosen randomly
with a gaussian of width 30 cm, which matches the data. All particles produced by
the generator are then stepped through the detector simulation.

As charged particles pass through the inner detector material model they are al-
lowed to undergo multiple scattering and energy loss due to ionization. In addition,
electrons are allowed to undergo bremsstrahlung. The brem length of each electron
(the amount of material the electron will pass through before bremming) is chosen ran-
domly upon the electron’s creation from an exponentially falling distribution. Since
the brem pT spectrum is steeply falling, the average brem length depends strongly
on the minimum brem photon energy which is simulated. In QFL this is set to 100
MeV.

As the electron is stepped through the inner detector a running count is kept of
the material it has passed through. The material in each layer is multiplied by 1/ sin θ
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Figure 5.6: The conversion asymmetry distribution. The curve is the differential
probability of the positron receiving a given fraction of the photon’s energy in the
conversion process. The curve is calculated assuming pT (γ) = 30 GeV and Z = 13.
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, where θ is the polar angle of the electron, to account for the angle of incidence. If
in a given layer the material count exceeds the brem length, then the electron gives
up some of its energy to a photon. The photon spectrum is given by

p(y) dy dT =
dy dT

y
[(1 − y)(

4

3
+ k) + y2] (5.1)

where y is the fraction of the electron’s energy which is transferred to the photon
and dT is the thickness of the material measured in radiation lengths. k is a small
constant which depends on the material, and is set to 3% for the inner detector.
The photon is generated parallel to the electron, and is tracked through the detector
separately.

To confirm that bremsstrahlung is implemented correctly in the Monte Carlo,
we compare the Monte Carlo bremsstrahlung spectrum to equation 5.1. To perform
the comparison we generate 100,000 electrons and pass them through a single layer
of material at normal incidence. The study is repeated with four different layer
thicknesses. As shown in Figure 5.7, the Monte Carlo spectrum agrees well with the
analytic formula. In these plots the theoretical prediction has been normalized to the
total number of generated events, so the agreement indicates that both the spectrum
and the total rate are correct in the Monte Carlo.

All photons are allowed to convert in the inner detector material. This process
is handled in a similar fashion as the electron bremsstrahlung. Upon creation of the
photon QFL chooses a conversion length from an exponentially falling distribution,
the decay constant of which is determined by the conversion cross section. The cross
section has a very small dependence on photon energy, and this is taken into account.
As the photon is stepped through the inner detector a running count is maintained
of the amount of material seen by the photon. If the material count exceeds the
conversion length for a given photon, then QFL converts the photon into an electron-
positron pair with the asymmetry distribution shown in Figure 5.6. These electrons
are subsequently stepped through the rest of the detector independently.

Since conversion electrons are produced inside of material, they should be allowed
to brem before exiting their layer of origin. QFL considers the material layers to be
infinitely thin, so special precautions are necessary. To account for this possibility,
the material count of a conversion electron is initialized upon its creation to a random
fraction of the material count of its layer of origin. This insures, for example, that
conversion electrons which are created in the final material layer have the opportunity
to brem.

Since only about 5% of the produced photons will convert, the generation of
a conversion Monte Carlo sample is inefficient. Fortunately, the high pT photon
produced by PYTHIA is the first particle simulated by QFL. We have altered QFL so
that if this photon does not convert in the inner detector, then all further simulation
of that event is stopped, and another event is generated by PYTHIA. With this
convention the CPU time of the simulation is dominated by PYTHIA.
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Figure 5.7: The Monte Carlo bremsstrahlung spectrum. The points represent the frac-
tion of the electron’s energy which is transferred to the photon during bremsstrahlung
in a single thin layer of material. The solid curves are the analytic formulae for the
spectrums given in equation 5.1. The four plots correspond to four different radiator
thicknesses.
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All charged particles which reach the volume of the CTC are sent to the CTC
simulation, which produces a track object if the particle has pT > 400 MeV. Electrons
and photons are extrapolated to the calorimeter, and their energy is smeared by the
CEM simulation and energy deposits are made on the strips and wires in the CES.
The hadronic particles produced by PYTHIA are also tracked by the CTC, and their
energy deposition in the calorimeter is also simulated, but our results will not rely on
this aspect of the simulation. After all particles are simulated by QFL, the detector
’data’ is reconstructed by the same routines which run on real data.

5.8 Check on E/p simulation with W → eν elec-

trons

As a final check on the ability of the simulation to predict E/p, we compare the E/p
distribution of W → eν electrons in the data to that of the Monte Carlo simulation.
This is a powerful test since none of the simulation’s parameters have been tuned
with this dataset. On the other hand, there are several characteristics of W electrons
which are not representative of conversion electrons. First, the W electron sample
has internal as well as external bremsstrahlung. This means that the E/p tail of W
electrons will be larger than conversion electrons. Secondly, W electron tracks do
not suffer from the unusual tracking systematics found in conversion electrons. This
means that we should expect E/p biases in the conversion data that are not seen in
the W electrons.

We use a Monte Carlo calculation of W → eν(γ) production. The W pT spectrum
of the Monte Carlo has been chosen to match that observed in the CDF W data, and
internal bremsstrahlung is done according to the calculation of Berends and Kleiss
[38]. The data was collected with two Level 3 triggers, neither of which make cuts
on electron ID variables, so we need not apply such cuts offline. The selection of the
data and Monte Carlo is listed in Table 5.1. The variable MT is the W transverse
mass, and is defined by

MT =
√

(ET + ET/ )2 − ( ~ET + ~ET/ )2 (5.2)

where ~ET is the transverse energy vector of the electron, ~ET/ is the missing energy
vector, and ET and ET/ are their magnitudes. In this Monte Carlo the missing energy
measurement is not simulated, so we use the true neutrino pT in its place. To improve
the pT resolution of the CTC we beam constrain the W electrons in the data and
Monte Carlo. This serves in the place of the conversion vertex fit.

The E/p of data and Monte Carlo are compared in Figure 5.8. The Monte Carlo
is normalized to the data. Overall the agreement between data and Monte Carlo is
good, although the high E/p tail is 10% larger in data than Monte Carlo.
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Figure 5.8: W electron E/p in data and Monte Carlo. The top plot shows the entire
spectrum on a log scale. The lower plot shows a close up of the peak region on a
linear scale.
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|z0| < 60 cm
local |x| < 21 cm

9 cm < | local z| < 230 cm
central detector
ET > 25 GeV
ET/ > 25 GeV
pT > 15 GeV

Ntrk = 1
Econe0.4

T < 1.0 GeV
65 GeV < MT < 100 GeV

Table 5.1: W event selection

5.9 η/π0 ratio and meson pT spectrum

As the final elements of the background simulation we must choose the produc-
tion ratio and pT spectrum with which to generate. Fortunately the cross section
measurement is quite insensitive to both of these parameters. For example, before
performing the background subtraction we bin the data by ET . This means that in
each bin we have approximately monochromatic π0’s and η’s, so their pT spectrum
has very little effect on the outcome. The production ratio of π0s and ηs also has
only a small effect on the outcome of the background subtraction. This is because the
η and π0 mesons have similar E/p distributions due to their identical meson decay
kinematics.

To determine the η/π0 ratio and meson pT spectrum we use double conversion
events (π0, η → γγ → e+e−e+e−) in the data. The diphoton mass spectrum from
these events in the data is shown in figure 5.9. To make this plot we use the same
cuts as for a single conversion except for the isolation cut. We modify the isolation
cut to account for the presence of conversion tracks in the 0.4 cone. In events where
one or more conversion tracks extrapolates to a tower outside the CEM cluster but
within ∆R = 0.4, we subtract its measured pT from the isolation energy. We then cut
on Econe0.4

T < 1.0 GeV. In this way we measure the η/π0 ratio under similar isolation
requirements that we find in our photon cross section measurement.

To insure good mass resolution we fit each photon candidate to a conversion vertex
and require that the photon point back to the beamspot. We first fit the spectrum to
the sum of two lorentzians and a third order polynomial. The background spectrum is
shown as the dotted line in Figure 5.9. The double conversion η/π0 ratio is observed
to be 0.205 ± 0.023. This number is not the production ratio due to the η → γγ
branching ratio of 39.33% and acceptance differences between η’s and π0’s due to the
χ2

strips, χ2
wires, and isolation cuts. We account for these effects with the QFL detector
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η/π0 = 0.687 ± 0.076

Figure 5.9: The diphoton mass spectrum of double conversion events in the data.
The data is fit to two lorentzians plus a third order polynomial. The polynomial is
shown as the dotted line. The pi0 and η peaks are visible at 0.135 GeV and 0.547
GeV respectively. The ratio of the areas of the two peaks, along with the Monte Carlo
prediction for the ratio of acceptances, gives an η/π0 production ratio of 0.687±0.076.
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simulation, and we find that the η/π0 production ratio is measured to be 0.678±0.076.
Previous CDF photon cross section analyses use an η/π0 ratio of 1.02±0.15±0.23[42],
which is in agreement with our result. .

The meson pT spectrum is also taken from double conversion events. We select
double conversion events in the data and Monte Carlo with M < 240 MeV (π0

candidates) and 480 MeV < M < 620 MeV (η candidates). The pT spectrum of the
double conversion events in the Monte Carlo is compared to the data in Figure 5.10
The Monte Carlo has been generated with a power law spectrum, where the exponent
is 6. We use this spectrum for the photon cross section measurement.
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  π0,η   mc

●           π0,η   data

γγ → e+e-e+e-

Figure 5.10: The meson pT spectrum in data and Monte Carlo, from double conversion
events. Events with a diphoton mass between M < 240 MeV (π0 candidates) and 480
MeV < M < 620 MeV (η candidates) have their pT plotted here. The Monte Carlo
has been generated with a power law spectrum, with an exponent of six.



Chapter 6

Background Subtraction

The backgrounds to prompt photons at hadron machines are the π0 and η mesons.
These are light hadronic particles (m(π0) = 135 MeV, m(η) = 547 MeV), so their
production cross section is very large in pp̄ collisions. Unfortunately, they decay
immediately to photons: the π0 → γγ branching ratio is 98.8%, and the η → γγ
branching ratio is 39.33%. The pT at which we wish to measure the photon cross
section is much larger than the masses of these mesons, so the angle between the two
photons from the meson decay is small. Typically both photons will land in the same
CEM tower, and at very high energies the two electromagnetic showers will merge.
As a result, a meson decay appears to be a single photon in the calorimeter. Since
the production cross sections for these particles far exceed the cross section that we
wish to measure, this is a serious concern.

We are rescued by the fact that hadronic particles are usually found in jets that
are the result of the hadronization of a scattered high energy quark or gluon. A
prompt photon, on the other hand, does not interact through the color force, so no
hadronization occurs as it leaves the interaction point. Therefore, to reject π0 and η
decays while retaining signal events, we require that the observed photon be isolated
from other energy in the calorimeter1. This is the motivation for the isolation cut
described in section 4.3.4.

Occasionally a π0 or an η meson will appear isolated. This occurs when a scattered
parton hadronizes in such a way that most of its energy is transferred to a single
meson. Typically these events cannot be distinguished from prompt photons on an
event by event basis. Instead, we devise background subtraction methods which can
statistically separate the mesons from the photons.

This chapter describes a new background subtraction technique developed to dis-
tinguish a meson decay from a single photon. This method takes advantage of the
tracking information available in a photon conversion event by comparing the ET

measured in the calorimeter to the pT measured in the tracking chamber. In the case

1Prompt photons produced through the ’bremsstrahlung’ diagrams are not always isolated, so
we must consider the effect of the isolation cut when comparing data to theory.

86
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Figure 6.1: Schematic comparison of a prompt photon conversion to a conversion
from π0 → γγ decay.

of a single photon, the energy should be consistent with the momentum within detec-
tor resolution. In a meson decay, the unconverted photon will pass through the CTC
unseen, but will deposit its energy in the CEM. In these events, the energy exceeds
the momentum. This is shown schematically in Figure 6.1.

For each event in the data, we calculate the quantity E/p, where E is the ET

measured by the CEM, and p is the pT measured by the CTC. We divide the data
into bins of photon transverse energy, and in each bin we attempt to explain the E/p
distribution of the data in terms of the sum of a signal distribution and a background
distribution. An example of these distributions taken from the Monte Carlo is shown
in Figure 6.2. The signal distribution is sharply peaked at E/p = 1 while the meson
distribution has a long tail at E/p > 1. The width of the signal peak is determined
by the resolutions of the CEM and the CTC which are known. The shape of the
meson distribution is determined primarily by two-body decay kinematics, with some
alteration due to trigger and reconstruction effects. We rely on the Monte Carlo to
predict the E/p distributions of signal and backgrounds.

We use two methods to extract the signal from the E/p distribution: an E/p
tail count, and a χ2 fit. The tail count method determines the signal-to-background
ratio by requiring that the number of events observed in the E/p tail (E/p > 1.2)
be the same in the data and Monte Carlo, while also requiring the total number of
events be the same. The χ2 fit method allows the normalization of the signal and
background Monte Carlo shapes to float until the χ2 between data and Monte Carlo
is minimized. We describe the results of both of these methods for the two data
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Figure 6.2: An example of the E/p distributions of signal and background in one pT

bin, from Monte Carlo.
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samples in the following sections.

6.1 Event binning

Since we have both an energy measurement and a momentum measurement for the
conversion photon, we can choose to bin the events according to the pT (γ) or ET (γ).
We bin according to ET for the following reason. In the case of a meson decay, both
photons usually land in the same CEM cluster, and consequently the ET measures the
meson pT . Therefore by binning in ET we get approximately monochromatic mesons
in each bin, and this reduces our sensitivity to the meson pT spectrum. However, for
the 8 GeV electron dataset, our fiducial cuts require that the two conversion tracks
point at different CEM towers. Since we make no attempt to measure the ET of the
softer track with the calorimeter, when binning the event we correct for the lost ET

by adding the vertexed momentum of the soft track to the ET of the trigger electron.
For the 23 GeV photon data we require that both tracks point to the same CEM
tower, and we use the ET of that cluster to bin the event.

6.2 Tail count method

For this background subtraction method we set the signal-to- background ratio
such that the number of events in the E/p tail is the same in the data and Monte
Carlo, while also constraining the total number of events to be the same. This is
done in the following manner. The Monte Carlo predicts the fraction of the events
which would have and E/p < 1.2 if the data were pure signal or pure background. We
measure this fraction in the data and find that the data lies between the signal and
background Monte Carlo fractions. The number of signal candidates is then given by

Nγ = Ndata

(

fd − fb

fs − fb

)

(6.1)

where Nγ is the number of signal candidates, Ndata is the total number of events in
the data, and fd, fb, and fs are the fraction of events in the data, background Monte
Carlo, and signal Monte Carlo which have an E/p < 1.2. This equation says that
the fraction observed in the data is the weighted average of the two Monte Carlo
predictions, where the weights are the number of signal events and the number of
background events.

6.2.1 8 GeV electron data

This data sample is the most difficult to model. Since this is our lowest pT trigger,
we rely solely on the 8 GeV data to measure the cross section for pT below 20 GeV. In
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Figure 6.3: Tail count background subtraction for 8 GeV electron data. Fraction of
E/p < 1.2 for data, signal Monte Carlo, and background Monte Carlo.

this dataset we retain events which are in the threshold region of the trigger efficiency
in order to extend our sensitivity to the lowest possible energies. Furthermore, the
pT cuts applied to the electron by the trigger has the effect of cutting off the high
E/p tail in the lowest pT bins, meaning that our background subtraction becomes less
powerful, and we become more sensitive to systematic effects. In addition, the electron
ID cuts applied to this dataset can alter the E/p distributions of the background. We
ask the Monte Carlo to predict this sculpting.

The Monte Carlo predictions for the signal and background fractions for the 8
GeV electron data are shown in Figure 6.3, along with the inferred number of signal
candidates.

To get qualitative information on the robustness of the background subtraction,
we compare the E/p distributions of data and monte carlo in each pT bin. These plots
are shown on linear and log scales in Figures 6.4 to 6.12. In the Monte Carlo the
signal and background distributions have been added together in the ratio determined
by the tail count method. In general we see good agreement between data and Monte
Carlo in all pT bins. In particular, the shape of the high E/p tail of the data appears
to be predicted nicely by the Monte Carlo. This is particularly noticeable in the
lowest pT bins, where the tail is cut off by the Level 2 and Level 3 trigger cuts on
the pT of the electron track. The fact that the Monte Carlo matches the data in this
region indicates that the Level 2 trigger parameterization is adequate.
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Figure 6.4: A comparison of E/p in the data and Monte Carlo in each photon pT bin,
for the 8 GeV electron dataset. The plot on the right is the log of the plot on the left.
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Figure 6.5: A comparison of E/p in the data and Monte Carlo in each photon pT bin,
for the 8 GeV electron dataset. The plot on the right is the log of the plot on the left.



Chapter 6: Background Subtraction 93

π0,η

γ + π0,η
•   data

π0,η

γ + π0,η
•   data

14 Gev < γ pT < 15 GeV
CDF PRELIMINARY

π0,η

γ + π0,η
•   data

π0,η

γ + π0,η
•   data

15 Gev < γ pT < 16.5 GeV
CDF PRELIMINARY

Figure 6.6: A comparison of E/p in the data and Monte Carlo in each photon pT bin,
for the 8 GeV electron dataset. The plot on the right is the log of the plot on the left.
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Figure 6.7: A comparison of E/p in the data and Monte Carlo in each photon pT bin,
for the 8 GeV electron dataset. The plot on the right is the log of the plot on the left.
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Figure 6.8: A comparison of E/p in the data and Monte Carlo in each photon pT bin,
for the 8 GeV electron dataset. The plot on the right is the log of the plot on the left.
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Figure 6.9: A comparison of E/p in the data and Monte Carlo in each photon pT bin,
for the 8 GeV electron dataset. The plot on the right is the log of the plot on the left.
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Figure 6.10: A comparison of E/p in the data and Monte Carlo in each photon pT

bin, for the 8 GeV electron dataset. The plot on the right is the log of the plot on
the left.
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Figure 6.11: A comparison of E/p in the data and Monte Carlo in each photon pT

bin, for the 8 GeV electron dataset. The plot on the right is the log of the plot on
the left.
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Figure 6.12: A comparison of E/p in the data and Monte Carlo in each photon pT

bin, for the 8 GeV electron dataset. The plot on the right is the log of the plot on
the left.
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Figure 6.13: Tail count background subtraction for 23 GeV electron data. Fraction
of E/p < 1.2 for data, signal Monte Carlo, and background Monte Carlo.

6.2.2 23 GeV photon data

This data sample has no Level 3 electron ID cuts to be modeled, and there are no
track requirements in the trigger, meaning that the high E/p tail of the meson dis-
tribution is not suppressed. Consequently the background subtraction is particularly
robust in this data.

The Monte Carlo predictions for the E/p fractions are shown in figure 6.13, and
the resulting E/p plots are shown in 6.14 to 6.16.
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Figure 6.14: A comparison of E/p in the data and Monte Carlo in each photon pT

bin, for the 23 GeV photon dataset. The plot on the right is the log of the plot on
the left.
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Figure 6.15: A comparison of E/p in the data and Monte Carlo in each photon pT

bin, for the 23 GeV photon dataset. The plot on the right is the log of the plot on
the left.
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52 Gev < γ pT < 65 GeV
CDF PRELIMINARY

Figure 6.16: A comparison of E/p in the data and Monte Carlo in each photon pT

bin, for the 23 GeV photon dataset. The plot on the right is the log of the plot on
the left.



Chapter 6: Background Subtraction 104

dataset pT Total events Signal candidates statistical error (%)
8 GeV electron 10-11 19110 7490.4 2.4

(2 tower) 11-12 19681 8014.8 2.2
12-13 15216 6246.4 2.3
13-14 10523 4491.8 2.6
14-15 7324 3344.0 2.8

15-16.5 6578 3120.2 2.8
16.5-18 3657 1847.7 3.6
18-20 2790 1414.9 4.1
20-22 1472 849.3 5.1

22-24.5 966 620.2 5.5
24.5-27 530 358.6 6.8
27-30 341 264.6 8.0
30-34 205 147.6 11.2
34-39 133 107.8 11.7
39-45 75 57.3 17.6
45-52 42 29.8 28.1
52-65 19 20.1 25.2

23 GeV photon 30-34 1090 742.5 4.4
(1 tower) 34-39 765 580.3 4.8

39-45 471 343.7 6.4
45-52 265 220.0 7.7
52-65 184 140.1 9.8

Table 6.1: Results of the tail count background subtraction.

6.2.3 Tail count summary

The final results of the tail count background subtraction are listed in Table 6.1.

6.3 χ2 fit method

For a second background subtraction method we perform a χ2 fit to the E/p
distribution of the data, allowing the normalization of the signal and background
Monte Carlos to float. The number of signal candidates found by the fit is compared
to the tail count result for the 8 GeV electron data in Figure 6.17. The χ2 fit finds
a few percent fewer signal candidates than the tail count method. The confidence
level of the fits is also shown in Figure 6.17. The confidence level is good except for
the first few pT bins. By inspecting the E/p plots for these bins we see that the data
appears to be shifted slightly toward lower pT compared to the Monte Carlo in these
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Ratio of signal candidates
N(tail count)/N(fit)

8 GeV electron data

CDF PRELIMINARY

Confidence level, χ2 fit
8 GeV electron data

CDF PRELIMINARY

Figure 6.17: Results of the χ2 fit on the 8 GeV electron data. The top plot shows
the number of signal candidates returned by the fit compared to the number found
by the tail count. The lower plot shows the confidence level of the fits.

bins. In section 6.4 we discuss the systematic error we take on the cross section to
account for shortcomings in the Monte Carlo E/p model.

In Figure 6.18 we show the results of the χ2 fit for the 23 GeV photon sample. In
these data several of the fits return poor confidence levels. The systematic error for
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Ratio of signal candidates
N(tail count)/N(fit)

23 GeV photon data

CDF PRELIMINARY

Confidence level, χ2 fit
23 GeV photon data

CDF PRELIMINARY

Figure 6.18: Results of the χ2 fit on the 23 GeV photon data. The top plot shows
the number of signal candidates returned by the fit compared to the number found
by the tail count. The lower plot shows the confidence level of the fits.

these data is also discussed in section 6.4.
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dataset pT Total events Signal candidates statistical error (%)
8 GeV electron 10-11 19110 7152.3 2.2

(2 tower) 11-12 19681 7761.2 2.1
12-13 15216 6110.5 2.2
13-14 10523 4319.7 2.6
14-15 7324 3194.5 2.9

15-16.5 6578 3059.3 2.8
16.5-18 3657 1846.4 3.5
18-20 2790 1391.2 4.1
20-22 1472 862.9 5.1

22-24.5 966 596.3 6.0
24.5-27 530 344.6 7.7
27-30 341 272.2 8.8
30-34 205 135.9 13.5
34-39 133 101.4 14.4
39-45 75 63.9 18.7
45-52 42 21.7 53.3
52-65 19 16.6 33.5

23 GeV photon 30-34 1090 723.0 4.8
(1 tower) 34-39 765 564.3 5.3

39-45 471 315.5 7.4
45-52 265 224.9 8.5
52-65 184 130.5 11.3

Table 6.2: Results of the χ2 fit background subtraction.

6.4 Background subtraction systematics

Since we use E/p to separate signal and background, we are sensitive to the
QFL simulation of the CTC and CEM. There are several effects in the data that
QFL does not model well. For example, conversion tracks are known to have unusual
systematics due to the presence of overlapping hits in the CTC inner superlayers. This
can cause the pattern recognition software to pull the two tracks together, increasing
their pT and decreasing E/p, as shown in Figures 4.5 and r4.6. This type of effect is
predicted by CDFSIM, a hit-level CTC simulation. Also, in 1 tower events we have
two EM showers in the same CEM tower but well separated in φ. In this case, the
CEM energy measurement, which is the geometric mean of the phototube energies
with small corrections, produces a biased ET measurement. As discussed in section
5.1, QFL simulates the response map of the CEM, but it does not simulate the two
phototubes correctly individually. Therefore it cannot reproduce the ET bias exactly.

Another unusual feature of E/p is shown in Figure 6.19. We divide the 8 GeV



Chapter 6: Background Subtraction 108

electron data into two samples by the charge of the higher pT track and plot the
average E/p between 0.9 and 1.1 as a function of photon pT . At low pT the difference
in the mean E/p between positive and negative charges is about 0.2%, which is a
fairly small discrepancy. However, at moderate pT the splitting increases up as much
as 1%. At high pT the statistics becomes too small to draw any conclusions. Since the
calorimeter is not sensitive to the charge of the showering particle, this splitting must
be related to CTC tracking systematics. However, the Monte Carlo simulation of the
CTC treats positive and negative tracks the same, and therefore cannot reproduce
an effect such as this.

To quantify the effect of all E/p biases on the cross section, we assume that they
can be modeled as a scale factor on E/p in the data. This assumption is motivated
by the observation that in the pT bins with poor χ2 fits, such as the lowest bins in
the 8 GeV electron data, the signal peak appears to be shifted in the data compared
to the Monte Carlo. To determine what scale factor the data prefers , we use the
Kolmogorov-Smirnov (KS) statistic. The KS statistic is defined as the maximum dif-
ference between the integrated Monte Carlo and data E/p distributions. We calculate
the KS statistic by integration the E/p distributions from 0.5 to 2.0. We apply scale
factors to the data in 0.1% steps between 95% and 105%, and we choose in each pT

bin the scale factor which has the minimum KS statistic. These scale factors are
shown for both datasets in Figure 6.20, and are tabulated in Table 6.3.

For the 8 GeV electron data the scale factors are between 0.99 and 1.01 in most
pT bins, while the 23 GeV photon data prefer a scale of 0.98 in the highest pT bins.
Since the 23 GeV photon data is 1 tower only and high pT , in this data the separation
between the electron and positron tracks is minimal. Therefore we expect that effects
related to the finite two-track resolution of the CTC to manifest themselves here. In
the 8 GeV electron data the KS scales are greater than one in most pT bins. We
expect the pT biases in this data to be smaller because the second track is soft and
separates from the trigger electron relatively quickly. We also do not expect to have
any calorimeter biases since there is only one EM shower in the CEM cluster in a 2
tower event. Therefore we have no good explanation for the KS scales observed in
these data.

To determine the effect of the E/p scales on the cross section, we scale E/p in
the data by ±1% for the 8 GeV electron data and ±2% for the 23 GeV photon, and
repeat the background subtraction. The fractional change in the number of signal
candidates found for both datasets is shown in Figure 6.21. We take these numbers
as a systematic error on the cross section.

As shown in Figures 6.17 and 6.18, some of the background subtraction χ2 fits
have poor confidence levels. This is particularly true for the lowest three pT bins
of the 8 GeV electron data. To determine if these poor fits can be explained as
an E/p scale we repeat the fits after applying the E/p scales found with the KS
statistic. The confidence levels of the fits with and without the scales are shown in
Table 6.4. We find that in most cases the confidence level improves after applying the
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mean E/p between 0.9 and 1.1

❍ negative charge
▼ positive charge

Figure 6.19: Mean E/p between 0.9 and 1.1 versus photon PT . The 8 GeV electron
data is divided into two samples according to the charge of the higher pT conversion
track.
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KS scale

▼  8 GeV electrons

❍  23 GeV photons

Figure 6.20: E/p scales determined by the KS statistic.
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E/p model systematic error
▼ 8 GeV electrons
❍ 23 GeV photons

Figure 6.21: E/p model systematic error. The change in the number of signal candi-
dates found by the tail count background subtraction after scaling E/p in the data
by ±1% for the 8 GeV electron data ±2% for the 23 GeV photon data.
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dataset pT E/p scale
8 GeV electron 10-11 1.0075

(2 tower) 11-12 1.0085
12-13 1.0055
13-14 1.0035
14-15 1.0025

15-16.5 1.0055
16.5-18 1.0065
18-20 1.0095
20-22 1.0015

22-24.5 1.0055
24.5-27 0.9935
27-30 1.0055
30-34 0.9945
34-39 0.9945
39-45 1.0235
45-52 0.9805
52-65 1.0285

23 GeV photon 30-34 0.9965
(1 tower) 34-39 0.9945

39-45 0.9825
45-52 0.9835
52-65 0.9865

Table 6.3: E/p scales determined by the KS statistic.

KS scales. However, some are still too low to be considered a statistical fluctuation.
This indicates that the E/p model errors are not always due to a simple scale. For
example, it may be that the CEM and CTC resolutions are not exactly gaussian for
conversions as assumed by the Monte Carlo. This type of problem could cause poor
fits in bins where the data statistics is large, but we would not expect it to cause
a bias in the extraction of the number of signal candidates if the effect is relatively
small.

6.5 Fake Conversions

In this chapter we have assumed that all backgrounds to the prompt photon signal
are due to π0 and η decays to two photons. However, fake conversions represent
another possible background source. A fake conversion is a real or fake electron
which has a nearby track that satisfies the conversion identification cuts. Since the



Chapter 6: Background Subtraction 113

dataset pT C.L before E/p scale (%) C.L after E/p scale (%)
8 GeV electron 10-11 8.955 × 10−8 7.870 × 10−2

(2 tower) 11-12 3.710 × 10−14 4.293 × 10−4

12-13 3.725 × 10−3 3.463 × 10−3

13-14 2.05 17.5
14-15 0.760 3.44

15-16.5 12.2 20.9
16.5-18 13.8 67.6
18-20 75.9 3.87
20-22 86.0 84.1

22-24.5 55.8 73.9
24.5-27 14.8 81.9
27-30 88.6 81.9
30-34 71.5 96.4
34-39 37.8 32.6
39-45 68.2 69.9
45-52 95.2 95.4
52-65 96.6 80.4

23 GeV photon 30-34 4.01 9.86
(1 tower) 34-39 62.7 33.2

39-45 1.664E-02 35.4
45-52 0.665 60.4
52-65 15.5 78.6

Table 6.4: Confidence level of the background subtraction fits before and after apply-
ing the E/p scales determined with the KS statistic.

secondary track in a fake conversion is likely to be a hadron, we can investigate the
fake contamination of our sample by examining the electromagnetic nature of the
secondary tracks.

For the purpose of this study we require that the secondary track point to the
fiducial part of the neighboring tower in the φ direction. We measure the ET of the
track by adding the ET of the tower to which the track points and its closest neighbor
in η. We compare this ET to the secondary’s vertexed pT .

The E/p of the secondary tracks is shown in Figure 6.22. We see that the bulk of
the secondary tracks have an E/p consistent with unity, indicating that the tracks are
electrons. However, there is a small tail at low E/p and a spike at E/p = 0, and these
events may be enriched in fake conversions. To determine if these events are fake
conversions, we compare the radius of conversion distribution of the events with E/p
> 0.6 to the events with E/p < 0.6. The radius of conversion of a fake should not be
correlated with the material distribution of the detector, and we expect that most will
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occur near the origin. As shown in Figure 6.22, the low E/p events have a radius of
conversion distribution which is consistent with the detector material, indicating that
these events are real conversions. We conclude that there is no evidence for significant
fake conversion contamination in our data sample, so we ignore this background source
in the cross section measurement.
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E/p > 0.6
   •     E/p < 0.6

Figure 6.22: Search for fake conversions in the 2 tower data sample. Top: the E/p
distribution of the secondary tracks in the final 2 tower dataset. The broad peak at
E/p = 1 indicates that the secondary tracks are dominated by real electrons. Bottom:
Comparison of the radius of conversion distributions of events with secondary E/p <
0.6 and E/p > 0.6, normalized to equal area. The distributions are consistent with
each other, and therefore the low E/p events are likely to be real conversions.



Chapter 7

Acceptance and efficiency

By making cuts on the event variables described in chapter 4, we attempt to
isolate a sub-sample of events which are well measured by the detector and have
a manageable level of backgrounds from π0s and ηs. These backgrounds are then
removed statistically with the E/p method described in chapter 6. The final result of
this procedure is a signal event count in each pT bin. To complete the cross section
measurement we must extrapolate this event count into the regions of parameter
space which were removed as a side effect of our data selection.

We classify the extrapolation as the acceptance and the efficiency. By acceptance
we mean those efficiencies which are determined primarily by the design and geometry
of the detector. The largest component of the acceptance is the probability that a
signal event will occur in the fiducial volume of the detector. Also included in the
acceptance is the dynamic range of the detector. For example, the CTC cannot
reliably track charged particles below 400 MeV, so conversions which produce tracks
below this threshold are considered outside the acceptance. Generally the acceptance
cannot be changed without changing the detector itself.

The efficiency, on the other hand, refers to the fraction of signal events remaining
after we apply quality cuts to the data sample. In the case of the photon cross section,
this category includes conversion and electron identification cuts, the isolation cut,
the extra track cut, and the ET/ cut. Also included in the efficiency are effects related
to the detector performance such as the trigger and tracking efficiencies.

There is also an important practical distinction between the acceptance and effi-
ciency. In this thesis we rely on the Monte Carlo to predict the acceptance, while the
efficiency is measured directly in the data with a variety of independent studies.

7.1 Acceptance

We take the signal acceptance from the PYTHIA+QFL Monte Carlo. In each
pT bin we count the number of Monte Carlo events generated with |η| < 0.9 which

116
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converted in the inner detector. We then count the number of events in which an
electron cluster was found in the calorimeter with two tracks above 400 MeV pointing
to the fiducial part of the calorimeter, for both the 1 tower and 2 tower geometries.
The ratio of the number of reconstructed events to the number of generated events
is the acceptance, and is shown for both geometries as a function of pT in Figure 7.1.
In equation form the acceptance can be written

A =
NMC(CEM, psec

T > 0.4, |η| < 0.9)

NMC(|η| < 0.9)
(7.1)

When binning the Monte Carlo by pT , we use the true pT of the generated pho-
ton. This gives us the acceptance unsmeared by detector resolution. However, the
calorimeter resolution is good enough such that binning by the reconstructed pT has
a negligible effect on the inferred acceptance.

As seen in Figure 7.1, the 1 tower acceptance is larger than the 2 tower acceptance
below 18 GeV, with the 2 tower geometry being preferred at higher pT . This is due
to the fact that at high pT the curvature of the conversion tracks becomes small, so
they are likely to point at the same CEM tower. In the highest pT bin the ratio of
acceptances between the two geometries is a factor of seven. Since we can use both
the 8 GeV electron data and the 23 GeV photon data to measure the cross section
above 30 GeV, by comparing the two cross section measurements we can cross check
the robustness of the Monte Carlo’s acceptance calculation.

As a further check on the acceptance calculation we compare the conversion asym-
metry observed in the data to that predicted by the Monte Carlo. The asymmetry is
defined as the fraction of the photon momentum which is transferred to the positron
in the conversion process. The theoretical prediction for the asymmetry is shown in
Figure 5.6. In the data several effects bias the observed asymmetry and result in a
loss of acceptance. In the lowest pT bins we are biased toward very asymmetric con-
versions by the 7.5 GeV track requirement in the Level 2 trigger. The 1 tower and 2
tower requirements also bias the asymmetry, with the 2 tower data (8 GeV electrons)
becoming increasingly asymmetric as the pT increases, and the 2 tower data (23 GeV
photons) recovering the symmetric portion of the spectrum above 30 GeV.

The conversion asymmetry of the 8 GeV electron data and 23 GeV photon data
is compared to the Monte Carlo in each pT bin in figures 7.2 through 7.8. In general
there is good agreement between the data and Monte Carlo.
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acceptance from
PYTHIA + detector simulation

❍ 1 tower (23 GeV photons)

▼ 2 tower (8 GeV electrons)

Figure 7.1: The signal acceptance for 1 tower and 2 tower events as a function of pT ,
from the PYTHIA+QFL Monte Carlo. Note that the 1 tower acceptance is shown at
low pT , although the trigger threshold for that dataset is 23 GeV.
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10 < pT < 11
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  •    data

11 < pT < 12

MC
  •    data

12 < pT < 13

MC
  •    data

13 < pT < 14

MC
  •    data

Figure 7.2: Conversion asymmetry in data and Monte Carlo in each pT bin for the 8
GeV electron data.
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14 < pT < 15

MC
  •    data

15 < pT < 16.5

MC
  •    data

16.5 < pT < 18

MC
  •    data

18 < pT < 20

MC
  •    data

Figure 7.3: Conversion asymmetry in data and Monte Carlo in each pT bin for the 8
GeV electron data.
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20 < pT < 22

MC
  •    data

22 < pT < 24.5

MC
  •    data

24.5 < pT < 27

MC
  •    data

27 < pT < 30

MC
  •    data

Figure 7.4: Conversion asymmetry in data and Monte Carlo in each pT bin for the 8
GeV electron data.
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30 < pT < 34

MC
  •    data

34 < pT < 39

MC
  •    data

39 < pT < 45

MC
  •    data

45 < pT < 52

MC
  •    data

Figure 7.5: Conversion asymmetry in data and Monte Carlo in each pT bin for the 8
GeV electron data.
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52 < pT < 65

MC
  •    data

Figure 7.6: Conversion asymmetry in data and Monte Carlo in each pT bin for the 8
GeV electron data.
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30 < pT < 34

MC
  •    data

34 < pT < 39

MC
  •    data

39 < pT < 45

MC
  •    data

45 < pT < 52

MC
  •    data

Figure 7.7: Conversion asymmetry in data and Monte Carlo in each pT bin for the
23 GeV photon data.
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52 < pT < 65

Figure 7.8: Conversion asymmetry in data and Monte Carlo in each pT bin for the
23 GeV photon data.
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7.2 Efficiencies

The signal efficiencies of all remaining data selection cuts are taken from a variety
of special studies performed in the data. These studies rely on a number of indepen-
dent data samples, including minimum bias data, inclusive muon data, Z → e+e−

data, and W → eν data. Some of these studies were performed specifically for this
thesis, and in other cases the results of previous work have been adopted here.

7.2.1 z0 cut

We require that the event vertex be within 60 cm of the center of the detector
along the z axis in order to maintain the projective geometry of the calorimeter. Since
the illuminated region is approximately gaussian with a width of 30 cm, we expect
this cut will retain about 95% of all events. The efficiency of the cut was measured
with a special study of Run Ib minimum bias data, and the result is εz0

= 0.937±0.011
[33].

7.2.2 Conversion identification efficiency

The efficiency to pass the conversion identification cuts (sep and ∆ cot θ cuts)
along with the efficiency of the conversion vertex fit is taken from the data using
CTC inner cylinder conversions. We use the inner cylinder because it is a distinct
structure which is easily distinguishable from the neighboring material and fakes,
even after relaxing the conversion identification cuts.

We loosen the sep and ∆ cot θ cuts to 1.0 cm and 0.15, respectively, and plot the
un-vertexed radius of conversion in Figure 7.9. The un-vertexed radius of conversion
is the radius at which the two un-vertexed tracks are parallel. To reduce the number
of fake conversions, in this plot we require that the secondary track deposit more
than 1 GeV of energy in the CES strip chambers. The CTC inner cylinder and VTX
outer wall are seen between 20 cm and 30 cm. To eliminate fake conversions we fit
the sidebands to a third order polynomial, excluding from the fit the region between
19 cm and 31 cm. We subtract the fitted polynomial from the data and find 189,599
conversion candidates. We then apply the sep and ∆ cot θ cuts, and require that
the vertex fit is successful. We repeat the sideband fit and find 184,737 conversion
candidates. We take the ratio, 0.974, as the efficiency of the conversion ID cuts. Note
that the sidebands contain both real and fake conversions, so a sideband subtraction
will subtract real conversions from the signal region as well fakes. In effect, we are
using the difference in material between the signal region and sideband region as our
figure of merit.

We check to see if the conversion identification cut efficiency depends on photon
pT . We repeat the above procedure after dividing the data into pT bins. We find that
the efficiency varies by about ±2% from the average value.
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loose conversion ID
full conversion ID
sideband fits

CTC inner cylinder
conversion candidates

ID efficiency =
0.974 ± 0.020

CDF PRELIMINARY

Figure 7.9: The efficiency of the conversion identification cuts, from inner cylinder
conversions in the data. The plot shows the un-vertexed radius of conversion with very
loose conversion identification compared to the full standard cuts. Fake conversions
are removed with the sideband fits, and the ratio of peaks is taken as the efficiency.
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We also check the conversion ID efficiency for dependence on the radius of con-
version. We again relax the sep and ∆ cot θ cuts to 1.0 cm and 0.15. To get a pure
sample of real conversions we use double conversion events which have a diphoton
mass within 50 MeV of the π0 mass. We require that all four tracks deposit more
than 1 GeV of energy in the strip chambers, and we measure the conversion ID effi-
ciency of those photons with pT above 8.0 GeV. For photons with radius of conversion
between 2 cm and 12 cm we find an ID efficiency of 96.7 ± 0.8%, and for conversion
between 22 cm and 29 cm we find 95.4 ± 1.1%.

To account for these variations we assign a systematic uncertainty of ±2% to the
conversion ID cut efficiency.

7.2.3 Trigger efficiency

The Level 2 trigger efficiencies our two datasets have been measured previously.
In the case of the 8 GeV electron data, we take the Level 2 efficiency from a study of
5 GeV electrons and inclusive muons, as described in section 5.4.1. The efficiency of
the electron identification cuts applied at Level 3 is measured with Z → e+e− data.
We take the Level 2 efficiency of the 23 GeV photon dataset from a previous study.

8 GeV electron trigger efficiency

The Level 2 efficiency of the 8 GeV electron trigger was measured and parame-
terized in terms of the single electron ET and pT [31] as discussed in section 5.4.1.
For the photon cross section measurement we must transform those variables onto
the photon pT . The relationship between the photon pT and the electron ET and
pT is determined by the conversion asymmetry distribution, which is included in the
Monte Carlo as discussed in section 5.6. Therefore we use the Monte Carlo to do the
transformation. The results are shown in Figure 7.10. The efficiency becomes flat
above 16 GeV because a 16 GeV photon is guaranteed to have at least one conversion
track above the 7.5 GeV track pT requirement. Note that the parameterized trigger
efficiency only applies to conversions which are in the fiducial part of the calorimeter.
We can express this as

ε(L2(8GeV )) =
NMC(L2,A)

NMC(A)
(7.2)

The Level 3 electron trigger applies ET , pT , and electron identification cuts to
the data. The efficiency of the ET and pT cuts is given by the PYTHIA+QFL
Monte Carlo, while the electron identification efficiency is determined with a study of
Z → e+e− events found in the 8 GeV electron dataset. We select Z candidates with
an invariant mass between 80 GeV and 100 GeV. We require that both electrons be
central and fiducial, and that they have ET > 20 GeV and pT > 15 GeV. We then
ask that one of the electrons pass the following tight electron ID cuts:
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Level 2 trigger efficiency

Figure 7.10: The efficiency of the Level 2 8 GeV electron trigger, in terms of the
photon pT .
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• lshr < 0.1

• had/em < 0.05

• |∆x| < 1.5 cm

• |∆z| < 3.0 cm

• χ2
strip < 4.0

• χ2
wire < 4.0

We assume that the other electron in the event is unbiased, and we use it to
measure the efficiency of the Level 3 electron ID cuts.

The efficiency measurement is complicated by the presence of internal and external
bremsstrahlung in the Z electrons. This causes the EM shower to broaden in the
CES wire view, and the χ2

wires cut tends to become inefficient. However, conversion
electrons have no internal bremsstrahlung, and only a fraction of the external brems
(since they do not pass through all the detector material), so we are interested in the
Level 3 efficiency of low brem electrons.

To study the effect of bremsstrahlung on the Z electron ID efficiency, we plot the
efficiency as a function of E/p in Figure 7.11. Also shown is the electron ID efficiency
with the χ2

wire cut released. The χ2
wires cut is seen to cause a dramatic drop in the

efficiency at E/p > 1.2. Below E/p = 1.2, the efficiency is flat at 0.849, and we take
this to be the Level 3 electron ID efficiency of low brem electrons.

ε(L3(8GeV )) =
NMC(L3,A, L2, E/p < 1.2)

NMC(A, L2, E/p < 1.2)
(7.3)

Since the rate of external bremsstrahlung depends on the amount of material seen
by the conversion electron, we can study the effect in the Monte Carlo by asking
QFL to predict the variation in the χ2

wires cut efficiency as a function of the radius of
conversion. We see a 3% difference between SVX conversions and CTC inner cylinder
conversions, and we take this as a systematic error. Our final result for the electron
identification efficiency is 0.849 ± 0.03

23 GeV photon trigger efficiency

The 23 GeV photon trigger has Level 2 requirements on ET , CES energy (XCES),
and isolation. The ET and XCES efficiency were measured with a prescaled 10 GeV
photon trigger, while the isolation efficiency was measured with a prescaled non-
isolated 23 GeV trigger [16]. The efficiency is found to be 0.914 ± 0.043 above 30
GeV. This trigger has no Level 3 requirements, so we take the Level 3 efficiency to
be 1.0.
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Level 3 efficiency vs E/p

▼      all Level 3 cuts

❍      no χ2 wires cut

CDF PRELIMINARY

Figure 7.11: The efficiency of the Level 3 electron identification cuts measured with
Z → e+e− data, as a function of electron E/p. Also shown is the same efficiency
with the χ2

wires cut released. The χ2
wires cut becomes inefficient at high E/p due

bremsstrahlung, and we use events with E/p < 1.2 to measure the efficiency.
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7.2.4 Tracking efficiency

The CTC tracking efficiency was measured with a track embedding study [30]
described in section 5.3.1. This study parameterized the CTC efficiency as a function
of track pT , and we apply the efficiency to both conversion tracks. We use the
PYTHIA+QFL Monte Carlo to transform the efficiency in terms of the photon pT .
The efficiency is almost flat as a function of photon pT , with a plateau value of 92%.

7.2.5 Isolation cut efficiency

We use an isolation cut which depends on the geometry of the conversion. In 1
tower events and 2 tower events where the secondary conversion track lands outside
a 0.4 cone centered on the trigger electron, we cut at Econe0.4

T < 1.0 GeV. In 2 tower
events where the secondary conversion track points to a tower within a radius of 0.4,
we exclude from the cone energy sum the tower hit by the secondary track and its
nearest neighbor in η. We then lower the cut value to 0.87 GeV to account for the
loss of these towers.

To measure the efficiency of the isolation cut we assume that the energy we find
in the calorimeter due to the underlying event and multiple pp̄ interactions is the
same in minimum bias data as in direct photon events. In the minimum bias data
we choose randomly an η and φ for a hypothetical electron candidate. We calculate
the location of the candidate in the calorimeter, and form a ’CEM cluster’ from the
tower hit by the electron and its neighboring towers in η. We then add up the ET in
all calorimeter towers which satisfy ∆R < 0.4, excluding from the sum those towers
which are in the CEM cluster. We measure the fraction of events in which this energy
sum is less than 1 GeV as a function of the number of reconstructed vertices in the
event. This efficiency is shown in Figure 7.12. We convolute this efficiency with the
number-of-vertices distribution 1 of the 8 GeV conversion data to obtain an efficiency
of 0.859. This is expressed as

ε(Econe0.4
T ) =

∑Nvertices

i=0 N8GeV
i · Nmb

i
(Econe0.4

T
<1)

Nmb
i

∑Nvertices

i=0 N8GeV
i

(7.4)

Also shown in Figure 7.12 is the efficiency for events to pass a cut of 0.87 GeV
where two extra towers have been excluded from the energy sum, as is the case in a 2
tower conversion with its secondary track within the 0.4 cone. The efficiency of this
cut as a function of the number of reconstructed vertices is the same as the first case,
and we also take its efficiency to be 0.859.

1When counting the number of vertices we only include those VTX vertices which pass certain
quality cuts. At CDF these vertices are known as class 12.
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❍      ET
cone 0.4 < 1 GeV

▼      ET
cone 0.4 < 0.87 GeV

     w/ 2 towers excluded

number of vertices

Isolation cut efficiency
(from minbias data)

CDF PRELIMINARY

Figure 7.12: The isolation cut efficiency as a function of the number of reconstructed
vertices in the event, from minbias data. The efficiency is measured by randomly
choosing the location of an electron candidate in each event and adding up the energy
found in the calorimeter within a cone of radius 0.4. The efficiency is shown for a
1 GeV cut, and also an 0.87 GeV cut for the case where two towers have been
excluded from the cone energy sum. The dashed histogram is the number-of-vertices
distribution in conversion events normalized to unit area.
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7.2.6 Ntrk cut efficiency

To measure the efficiency of the Ntrk cut we assume that the probability of finding
a random track pointing at the CEM cluster is the same in Z → e+e− events as in
direct photon events. We select Z candidates with fiducial central electrons satisfying
ET > 25 GeV and pT > 20 GeV. We measure the efficiency of requiring that no extra
tracks point to the CEM clusters as a function of the number of reconstructed vertices
in the event. This efficiency is shown in Figure 7.13. We convolute the efficiency with
the number-of-vertices distribution of the 8 GeV conversion events to get an efficiency
of 0.896

ε(Ntrk) =

∑Nvertices

i=0 N8GeV
i · NZ

i
(Ntrk=1)

NZ
i

∑Nvertices

i=0 N8GeV
i

(7.5)

7.2.7 ET/ cut efficiency

We apply a ET/ cut to the 8 GeV electron data sample in order to reduce a back-
ground due to W → eν events. We measure the efficiency of the cut with two datasets:
a conversion sample with large Econe0.4

T and a double conversion π0 sample. Both of
these datasets are dominated by dijet events where the observed ET/ is determined by
the calorimeter resolution. These datasets have a mostly electromagnetic jet on one
side of the event, so the ET/ resolution should be similar to what we find in photon
events. The efficiency is expressed as

ε(ET/ ) =
N(ET/ < 25,A)

N(A)
(7.6)

and is plotted as a function of photon pT in Figure 7.14. The two datasets agree
on the efficiency, but the un-isolated conversion sample has superior statistics. We
fit a polynomial to these data points above 20 GeV and take this as the efficiency.

7.2.8 Summary of efficiencies

The results of the efficiency studies are summarized in Table 7.1.

7.3 Total acceptance times efficiency

The total acceptance times efficiency as a function of photon pT is shown for both
datasets in Figure 7.15, and are listed in Tables 7.2 and 7.3. These results do not
include the probability of conversion, which is discussed in chapter 8.
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Ntrk cut efficiency

(from Z→e+e- data)

CDF PRELIMINARY

number of vertices

Figure 7.13: Efficiency to pass the Ntrk cut as a function of the number of recon-
structed vertices in the event, from Z events in the inclusive electron data. The
dashed histogram is the number-of-vertices distribution in conversion events normal-
ized to unit area.
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Fraction of events
with E/ T < 25 GeV

▼        un-isolated conversions
        (ET

cone0.4 > 3.0 GeV)

❍        π0 double conversions

        polynomial fit

CDF PRELIMINARY

Figure 7.14: The ET/ cut efficiency as measured with two data samples: an un-isolated
conversion sample and π0 double converison events. Both data samples are taken from
the 8 GeV electron data.



Chapter 7: Acceptance and efficiency 137

source 8 GeV 23 GeV efficiency method
z0 * * 0.937 ± 0.011 minbias data

conversion ID * * 0.974 ± 0.020 inner cylinder conversions
Level 2 (8 GeV) * pT dependent 5 GeV electron and

inclusive muon data
Level 3 (8 GeV) * 0.849 ± 0.030 Second leg of Z → e+e− data
Level 2 (23 GeV) * 0.914 ± 0.043 prescaled 10 GeV and

23 GeV photon triggers
Tracking (CTC) * * ∼ 92% track embedding study

Isolation * * 0.859 minbias data
Ntrk * * 0.896 Z → e+e− data

ET/ (8 GeV) * pT dependent double conversion π0 data

Table 7.1: Summary of cut efficiencies.

pT A z0 cnv L2 L3 CTC Iso Ntrk ET/ total
10-11 0.330 0.937 0.974 0.377 0.839 0.917 0.859 0.896 1.0 0.067
11-12 0.306 0.937 0.974 0.559 0.842 0.920 0.859 0.896 1.0 0.094
12-13 0.284 0.937 0.974 0.685 0.846 0.922 0.859 0.896 1.0 0.106
13-14 0.261 0.937 0.974 0.757 0.847 0.923 0.859 0.896 1.0 0.109
14-15 0.239 0.937 0.974 0.799 0.848 0.924 0.859 0.896 1.0 0.108

15-16.5 0.220 0.937 0.974 0.847 0.849 0.922 0.859 0.896 1.0 0.105
16.5-18 0.198 0.937 0.974 0.876 0.849 0.925 0.859 0.896 1.0 0.096
18-20 0.175 0.937 0.974 0.886 0.849 0.924 0.859 0.896 1.0 0.086
20-22 0.156 0.937 0.974 0.896 0.849 0.924 0.859 0.896 0.995 0.077

22-24.5 0.138 0.937 0.974 0.896 0.849 0.926 0.859 0.896 0.988 0.068
24.5-27 0.127 0.937 0.974 0.894 0.849 0.930 0.859 0.896 0.982 0.063
27-30 0.114 0.937 0.974 0.887 0.849 0.921 0.859 0.896 0.974 0.056
30-34 0.098 0.937 0.974 0.883 0.849 0.916 0.859 0.896 0.965 0.047
34-39 0.086 0.937 0.974 0.923 0.849 0.911 0.859 0.896 0.952 0.041
39-45 0.078 0.937 0.974 0.881 0.849 0.926 0.859 0.896 0.937 0.036
45-52 0.072 0.937 0.974 0.891 0.849 0.917 0.859 0.896 0.919 0.032
52-65 0.065 0.937 0.974 0.897 0.849 0.942 0.859 0.896 0.892 0.030

Table 7.2: Acceptance and efficiency of 8 GeV electron data sample.
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Acceptance × efficiency

▼ 8 GeV electrons (2 tower)

❍ 23 GeV photons (1 tower)

Figure 7.15: The total acceptance times efficiency for signal as a function of photon
pT , for both 1 tower and 2 tower events. The probability of conversion is not included.

pT A z0 cnv L2 CTC Iso Ntrk total
30-34 0.350 0.937 0.974 0.914 0.941 0.859 0.896 0.212
34-39 0.368 0.937 0.974 0.914 0.937 0.859 0.896 0.220
39-45 0.400 0.937 0.974 0.914 0.934 0.859 0.896 0.238
45-52 0.418 0.937 0.974 0.914 0.930 0.859 0.896 0.250
52-65 0.433 0.937 0.974 0.914 0.924 0.859 0.896 0.261

Table 7.3: Acceptance and efficiency of 23 GeV photon data sample. The probability
of conversion is not included.



Chapter 8

Conversion probability

In this chapter we evaluate the total conversion probability for direct photons in
the CDF inner detector. The conversion probability is a type of detector efficiency,
therefore the final cross section measurement is inversely proportional to it. Since the
probability is small (∼ 5%), its value has an enormous impact on the measurement.

The conversion probability is related to the total amount of material in the CDF
inner detector according to

cnvprb = 1 − e−7X/9 (8.1)

where X is the total material measured in radiation lengths. The total material
(often referred to as the material scale) is usually quoted as the average number
of radiation lengths seen by the particles produced in a physics process. Since the
η distributions and the z0 distributions can vary from one data sample to another,
the average material seen can vary somewhat from measurement to measurement.
Nevertheless, they should all be very similar.

This chapter begins with a description of the standard method for measuring the
material scale at CDF, which is based on inner detector conversions normalized to
the material in the CTC inner cylinder. Next we present independent evaluation of
the conversion probability based on π0 Dalitz decays. Then we summarize all other
evidence concerning conversion probability, and conclude by choosing a value for the
conversion probability which is consistent with all these data.

8.1 Standard CDF conversion probability

The standard method for measuring the material scale of the CDF inner detector
is to count the number of conversions found in the 8 GeV electron data sample. The
measurement is calibrated using an a priori accounting of the material in the CTC
inner cylinder based on our knowledge of its construction [34]. The inner cylinder
is composed mostly of carbon fiber reinforced plastic (CFRP), with smaller amounts

139
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of epoxy, rohacell, copper clad kapton, and aluminum. The final result is XCTCIC =
1.22± 0.06%X0, where the error is dominated by the uncertainty on the thickness of
the CFRP tube. The global inner detector material scale is determined by comparing
the total number of conversions found in the data to the number found in the CTC
inner cylinder.

The material scale study uses an inclusive conversion data sample which includes
as a small subset the 2 tower events used in this thesis to measure the photon cross
section. Since the two data sets are not identical, we must account for possible
differences between them. The most important is the fact that the two datasets may
have different η distributions. Since a photon traveling through the material at non-
zero η sees the material enhanced by a factor of 1/ sin θ due to the angle of incidence,
the effective conversion probability depends on the average η of the conversion sample.

We account for this with a two step procedure. First, when measuring the material
scale with inclusive conversions we remove the effect by weighting each conversion by
its observed η. Therefore our global material scale, which is XT = 6.024 ± 0.043 ±
0.325%X0 [35], represents the effective amount of material seen by a particle traveling
through the detector transverse to the beamline. To get the appropriate material scale
for the cross section measurement, we multiply this number by the average 1/ sin θ
of direct photons. According to the PYTHIA Monte Carlo, photons with |η| < 0.9
have an average 1/ sin θ of 1.132, giving us Xγ = 6.82 ± 0.37%X0. The conversion
probability is 1 − e−7Xγ/9 = 5.17 ± 0.28%.

8.2 Material measurement with Dalitz decays

A π0 which Dalitz decays (π0 → e+e−γ), followed by a conversion of the on-
shell photon in the detector material, reproduces the four-track topology of a double
conversion π0 → γγ decay. If the reconstruction efficiencies of these two decays are
the same, then the ratio of γγ events to Dalitz events should be the ratio of the
conversion probability and γγ branching ratio to the Dalitz branching fraction:

π0 → γγ → e+e−e+e−

π0 → e+e−γ → e+e−e+e−
=

BR(γγ)

BR(Dalitz)
× cnvprb2

cnvprb
(8.2)

=
98.8%

1.2%
× cnvprb (8.3)

Since the branching fractions are well known (1.20 % and 98.8%), by measuring
the γγ to Dalitz ratio in the data we can infer the conversion probability.

We check this method with π0 Monte Carlo. The π0’s are generated as described
in section 5.7, and the Monte Carlo decays them to γγ and e+e−γ with the correct
branching fractions. The material scale of the Monte Carlo has been set to give
a conversion probability of 5.17%, which is the standard CDF material scale, as
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described in section 8.1. We find that before applying any event selection, the γγ to
Dalitz ratio of the Monte Carlo is 4.36, which is within 1% of the expected value.
However, after applying the Level 2 trigger parameterization, the γγ to Dalitz ratio
goes up to 4.76, an increase of 9%. The origin of this bias appears to be in the
ET cut of the trigger. γγ events have a slightly harder ET spectrum than Dalitz
events. Since the two decays are generated with the same spectrum, this can only
be a reconstruction effect. γγ events have a larger average radius of conversion, and
therefore are more likely to have multiple tracks within the CEM cluster.

To account for this effect we assume that γγ events are weighted by 1.09, and take
this correction as a systematic error.

We use the 8 GeV electron data. To isolate the double conversion π0 sample we
rely mostly on the dE/dx observed in the CTC to suppress fakes, and then we do
a crude sideband subtraction to eliminate remaining backgrounds. The separation
power of the dE/dx information is illustrated in Figure 8.1. The cuts are:

• high pT photon > 8.0 GeV (trigger conversion)

• all four track pT > 500MeV

• QCTC > 30 for the three non-trigger tracks

• |sep| < 0.3 cm, |∆ cot θ| < 0.05, both conversions

• rcnv > −4.0 cm, unfit rcnv, both conversions

The variable QCTC is a measure of the total ionization energy deposited in the
CTC by the track.

An event is considered a Dalitz candidate if it has one or more conversions with
a negative radius of conversion. We use the vertex fitted radius of conversion when
making this distinction. However, if a conversion has an unfit radius of conversion
less than -2.0 cm, then there is no vertex fit available. If the unfit radius is between
-4.0 cm and -2.0 cm, then we consider the event a Dalitz candidate. Many of these
events are probably fakes, and we rely on the sideband subtraction to remove them.

The diphoton mass spectrum of the two decays are shown in Figure 8.2. The
mass is calculated using the raw track parameters. The signal to background ratio
appears to be good in both samples. To remove remaining backgrounds we consider
0-300 MeV as the signal window, and 300-400 MeV as the sideband. We assume that
the background is flat, so that the background estimate in the signal window is three
times the number of sideband events.

Since Dalitz events are expected to be symmetric around r=0, the total Dalitz
estimate is twice the number of negative radius events. The total γγ estimate is the
number of positive radius events minus the number of Dalitz candidates expected to
be found at positive radius. The event counting is summarized in Table 8.1.
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▲  conversion electrons

❍  conversion fakes

conversion electrons

conversion fakes

0.8 GeV < pT < 2.0 GeV

Figure 8.1: Illustration of the electron-pion separation power of dE/dx at low pT .
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signal sideband

Events with a negative radius conversion

signal sideband

Events with no negative radius conversions

Figure 8.2: Diphoton mass spectrum of positive and negative radius events.
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π0 window sideband back. sub. signal total
neg. rad. sample 503 48 359 ± 31 718 ± 62 (Dalitz estimate)
pos. rad. sample 7352 608 5528 ± 114 5169 ± 136 (γγ estimate)

Table 8.1: Dalitz and γγ event counts.

As a check on the background subtraction, we lower the rcnv cut from -4.0 cm to
-9.0 cm. This should increase the fakes without adding many new Dalitz events. We
find that the number of events in the negative radius π0 window goes from 503 to
659, while the sideband increases from 48 to 98. The background subtracted Dalitz
signal is 365, in agreement with the previous estimate of 359.

The γγ to Dalitz ratio measured in the data is 7.20 ± 0.65(stat) ± 0.65(sys). The
conversion probability is

cnvprb = 7.20 × 1.2%

98.8%1.09
(8.4)

= 8.02 ± 0.73(stat) ± 0.73(sys)% (8.5)

where we have included the weighting factor of 1.09.
However, this result is most likely an underestimate of the conversion probability,

because the number of Dalitz events is probably over estimated. This is because some
of the Dalitz candidates are positive radius conversions which are found at negative
radius due to resolution. To get a rough idea of the size of this effect we fit the
vertexed radius of conversion distribution near the origin to a sum of exponentials,
as shown in Figure 8.3. The fit indicates that the Dalitz contribution to the negative
radius conversions is about 82%. If we correct the event counting by this amount, we
find that the conversion probability may be as high as 9.9 %.

In conclusion, the result of the Dalitz measurement of the conversion probability
is significantly higher than the standard conversion probability as described in section
8.1.

8.3 Other evidence concerning the Run 1 material

scale

In this section we summarize all other evidence concerning the material scale.
These results are all related to the measurement of the W boson mass at CDF[40].
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Dalitz model

SVX model

sum

▲   data

Figure 8.3: Estimate of the number of negative radius conversions due to SVX mate-
rial. The solid line is the result of a fit to the data. The dotted and dashed are the
Dalitz and SVX contributions separately. The curves are exponentials, all with the
same decay constant.
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8.3.1 E/p tail (from W mass analysis)

CDF has measured the mass of the W boson in the eν decay channel, and this
measurement requires a detailed simulation of the effect of bremsstrahlung on the
electrons as they pass through the detector material. Consequently the material scale
of the detector was studied in great detail. As a check on the standard material scale,
the W mass group measured the rate of hard bremsstrahlung events in the W → eν
data by looking at the high tail of the E/p distribution [37]. This method is sensitive
to internal bremsstrahlung in the W data, and the Monte Carlo predicts that roughly
40 % of the events in the E/p tail are due to internal brem. To explain the remaining
60 % of the data, one finds that X = 7.55 ± 0.37%X0, or a conversion probability of
5.70 ± 0.28%. This result is in agreement with the standard CDF material scale.

8.3.2 Peak of the E/p distribution (from W mass analysis)

The W mass group found that the peak of the E/p distribution of the W → eν
data is shifted slightly to the right of the prediction of the simulation when using the
standard material scale. If one assumes that the material scale is incorrect, then the
E/p peak in the Monte Carlo can be made to agree with the data by adding about
4.5 % of a radiation length to the default number of 7.34 %, for a total of 11.84 %
X0 [37]. This would correspond to a conversion probability of 8.80 %, which is much
higher than the standard material scale, but similar to the material scale measured
with Dalitz decays (described in section 8.2).

8.3.3 J/ψ → ee tail

The W mass group concluded that the discrepancy between data and Monte Carlo
in the E/p peak region (described above) was unlikely to be due to an incorrect
material scale. This conclusion is due in part to a study of the bremsstrahlung tail
of the J/ψ → ee mass peak, which indicates that the material scale cannot be much
larger than the standard material scale [37].

8.3.4 J/ψ mass

The momentum scale of the CTC is determined by comparing the mass of dimuon
resonances such as the J/ψ and Υ as reconstructed by CDF to the world average
masses [39]. The reconstructed mass has a small dependence on the inner detector
material scale due to the energy loss experienced by the muons as they pass through
the detector.

If the momentum scale of the CTC is set by using the standard CDF magnetic
field database, and the standard material scale is used to correct for muon energy
loss, then the masses of all five resonances (J/ψ(1s), ψ(2s), Υ(1s), Υ(2s), and Υ(3s))
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study method X (% X0) cnvprb (%)
standard CTC inner cylinder 6.82 ± 0.37 5.17 ± 0.28
E/p tail hard brem 7.55 ± 0.37X0 5.70 ± 0.28
j/ψ → ee hard brem agrees with above agrees with above
E/p peak soft brem 11.34 8.80

Dalitz π0 → γγ / π0 → γee > 10.62 ± 1.35 > 8.02 ± 0.73(stat) ± 0.73(sys)
J/ψ mass dE/dx 9.15 6.89

Υ(1s) mass dE/dx 10.2 7.63

Table 8.2: Summary of Run 1 material scales. The three CTC inner cylinder results
are highly correlated.

as reconstructed by CDF is low by a few MeV. In addition, the J/ψ mass has a strong
dependence on the amount of material that the muons travel through, with the large
X0 muons giving the lowest mass.

In practice these small discrepancies are used to correct the CTC momentum scale.
If we assume instead that the magnetic field database is correct, and that discrepancies
are due to unexpected dE/dx in the inner detector, then we can calculate the material
scale necessary to give the correct masses. The J/ψ mass is low by 1.05 MeV, and it
changes by +0.34 MeV when the material is increased by a factor of 1.075. Therefore
the implied material scale is a factor of 1.23 larger than the scale used, which is 7.43
% X0, giving a material scale of 9.15 % X0, and a conversion probability of 6.89 %.
A similar exercise for the Υ(1s), which is low by 4.0 MeV, and changes by 0.8 MeV
with a material scale factor of 1.075, gives an implied material scale of 10.2 % X0,
and a conversion probability of 7.63 %. These material scales are significantly higher
than the standard CDF material scale.

8.4 Choice of the material scale for the photon

cross section measurement

All material scale measurements described in this chapter are summarized in Table
8.2.

Unfortunately the various measurements give a wide variety of results, with some
preferring a low conversion probability (∼ 5%), and some a high (∼ 8%). The three
low results (conversions + CTC can, E/p tail, and J/ψ → ee), which are the standard
CDF run 1 material scales, are all direct methods. Among the high results, the Dalitz
measurement is a direct method, while the E/p, J/ψ and Υ masses use a small effect to
infer the material scale. Therefore the evidence for the high conversion probability is
weaker than the evidence for the lower conversion probability. However the validity
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of the higher results cannot be ruled out, so to be conservative we have chosen a
material scale with a central value and error which encompasses all of these results.

We choose the conversion probability such that both the smallest probability (5.17
%) and the result of the Dalitz measurement (8.02 %) are within one sigma. This
value is

cnvprb = 6.60 ± 1.43% (8.6)

which has a fractional error of 22%. This error translates directly to an error on
the final cross section measurement, and dominates all other errors. Consequently,
the conflicting data concerning the conversion probability is the limiting factor on the
precision of the photon cross section measured with conversions.

8.5 Effective conversion probability

We make one correction to the conversion probability to account for the rcnv > 2.0
cm cut. This cut eliminates π0 Dalitz decays and γ∗ events from the data sample,
but it also removes a small number of external conversions. To measure the loss of
efficiency, we release the rcnv cut and reflect the negative radius conversion events
about rcnv = 0.0. This is shown in Figure 8.4. We subtract these events from
the positive radius of conversion events, and we count the number of conversions
which remain below rcnv < 2.0 cm. We find that the rcnv cut removes 2.96 % of the
positive radius of conversion events, and we decrease the conversion probability by
this amount. Our final result for the effective conversion probability is

cnvprbeff = 6.40 ± 1.43% (8.7)
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all conversions

negative radius conversions

CDF PRELIMINARY

Figure 8.4: Efficiency of the rcnv > 2.0 cm cut. Conversion candidates with negative
radius of conversion are reflected about r = 0 and subtracted from the positive radius
conversions. The remaining conversion candidates with rcnv < 2.0 cm represent 3 %
of all positive radius conversions.
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Systematic Errors

In this chapter we evaluate the systematic errors on the photon cross section
measurement.

9.1 CEM scale and resolution

To measure the photon cross section as a function of pT we bin the data according
to the ET of the photon measured with the calorimeter. Since the ET measurement
has an error, we expect that some events will be assigned to the wrong pT bin. This
may have important consequences on the observed cross section.

We classify all possible binning mistakes into the energy scale and the energy
resolution. An error in the CEM energy scale would have the effect of systematically
moving events from their proper pT bin to a neighboring bin. This would increase or
decrease the observed cross section, depending on the sign of the error. The CEM
resolution also causes events near the bin boundaries to be improperly categorized.
Since the cross section is a steeply falling function of pT , small cross section bins tend
to become polluted by their larger neighbors, and this has the effect of increasing the
observed cross section in all bins.

The CEM energy scale has been set in the data by requiring that the observed
Z → e+e− peak reproduce the Z mass value measured at LEP. This determines
the CEM energy scale to 0.1%. However, as seen in section 6.4, the conversion E/p
distributions prefer an E/p scale of as much as 1% for the 8 GeV electron data and
2% for the 23 GeV photon data. These scales may be due to errors in ET or pT , and
in the case of the 23 GeV photon data there is evidence that the pT measurement is
at fault. To be conservative we assume that the CEM energy scale may be wrong by
1%.

To determine the effect of binning errors on the cross section we use a toy Monte
Carlo. We generate a hypothetical photon pT spectrum according to a power law with
an exponent of -4.2775. This spectrum closely resembles the results of the NLO QCD
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calculation produced by the authors of reference [27]. We then scale the photon pT

by ±1% and compare the ’observed’ spectrum to the true spectrum. We find that the
cross section changes by ±3% in all pT bins. Similarly, to determine the systematic
due to the energy resolution we smear the photon pT by the CEM resolution given in
equation 3.4. We find that the cross section changes by a fraction of a percent, and
we neglect this error.

9.2 Prompt electron background

After the E/p background subtraction there is one background which potentially
remains. If a prompt electron (such as a W electron) is produced with a co-linear soft
photon due to internal or external bremsstrahlung, then that photon may convert in
the material of the inner detector. If one of the conversion tracks is lost, perhaps
because it is too soft to be reconstructed by the CTC, then the remaining track may
be vertexed with the prompt electron and form a high pT conversion candidate. This
scenario is shown schematically in Figure 9.1. This type of event may have an E/p
of one, so it can appear as a spurious signal.

If we release the ET/ cut from the 8 GeV electron data we find clear evidence
for W electrons in the final conversion sample. In Figure 9.2 we plot the ET/ versus
electron ET of all conversion candidates in the 8 GeV electron data without the ET/
cut. The cluster of events along ET/ ≈ ET is characteristic of W events.

In Figure 9.3 we show ET versus ET/ for the 23 GeV photon data. In this dataset
there is also some evidence for W → eν decays, but it appears to be a much smaller
portion of the sample. We expect prompt electrons to contaminate primarily the 2
tower (8 GeV electron) data for the following reason. The bremsstrahlung photon pT

spectrum is steeply falling, so most brem photons which convert will produce low pT

tracks. The curvature of these tracks is large enough that we expect them to satisfy
the 2 tower geometry.

Since W events have a high pT neutrino in the final state, in the 8 GeV electron
data most will be eliminated by the ET/ cut. However, any prompt electron, such as
from a heavy flavor decay or Drell-Yan event, can fake a high pT conversion in the
same manner. To evaluate the importance of all prompt electrons in the final sample
we rely on the SVX and VTX hit occupancies. If the radius of conversion of a photon
candidate is in the CTC inner cylinder region, then these detectors should have hit
occupancies consistent with noise and random charged particle overlap.

The VTX and SVX occupancies are measured by projecting the electron candidate
track back into the detectors and looking for hits. The VTX occupancy is the ratio
of found hits to expected hits, and for most VTX tracks the number of expected hits
is 16. The SVX has four layers of silicon sensors, and we count the number of layers
in which we find a silicon cluster.

The occupancies of the VTX and SVX for pure inner cylinder conversions and
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Figure 9.1: Schematic diagram of a prompt electron with a co-linear soft photon
faking a high pT conversion.

prompt electrons are shown in Figure 9.4. The VTX occupancy for pure inner cylinder
conversions is measured by requiring that both tracks be SVX fiducial, but have
less than three SVX hits. The reverse procedure gives the SVX occupancy. The
occupancies for prompt electrons is taken from W events in the inclusive electron
sample.

To measure the fraction of events due to prompt electrons we divide the inner
cylinder candidates into two exclusive samples. The first sample contains conversions
which are SVX fiducial but have less than three SVX hits. We assume this sample
has no prompt electron component. All remaining events are in the second sample.
In Figure 9.5 we plot the fraction of events which pass a VTX occupancy < 0.75 cut
for sample 1 and sample 2 as a function of the ET/ for the 8 GeV electron data. Pure
conversions pass at a rate of 92.8% independent of the event ET/ . The second sample
also pass with the same probability at low ET/ , but fail in large numbers at high ET/ ,
which is expected if these events are due to W electrons. This plot indicates that the
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Figure 9.2: Electron ET vs ET/ for the 8 GeV electron data, with the ET/ cut released.
The cluster of events along the diagonal is characteristic of W → eν decays. The
horizontal line marks the location of the ET/ cut.

prompt electron component of the 8 GeV electron data is small below ET/ < 25 GeV,
where we have placed our cut.

Figure 9.6 shows the VTX occupancy as a function of the photon candidate pT for
the 8 GeV electron data. The fraction of events which pass the VTX occupancy <
0.75 cut is shown before and after the ET/ < 25 GeV cut. The expected passing rate
for pure conversions and prompt electrons are indicated by the solid and dashed lines
on the plot. Below pT = 25 GeV the data is consistent with being pure conversions,
while the data above displays significant prompt contamination before the ET/ cut.
With the ET/ cut applied the data appears more conversion-like. There are two pT

bins which show evidence for prompt contamination after the ET/ cut (the 27-30 GeV
bin and the 45-52 GeV bin), while in the highest pT bin the statistics is too poor to
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Figure 9.3: Electron ET vs ET/ for the 23 GeV photon data.

discern much information. In addition, the data from 30-45 GeV have a lower VTX
occupancy than is expected even for true conversions. We have no explanation for
this other than a statistical fluctuation.

We use Figure 9.6 to determine a systematic error due to residual prompt electron
contamination. Below pT = 25 GeV we take no error, and above 25 GeV we take
a one-sided 10% systematic. This error is large enough to accommodate the VTX
occupancy of all the pT bins except for the second to last which has a large statistical
error bar.

Figure 9.7 shows the fraction of events failing the VTX occupancy < 0.75 cut
versus photon candidate pT for the 23 GeV photon data. We make no ET/ cut on this
data, so we plot the VTX occupancy for all inner cylinder conversion candidates. The
data is consistent with being dominated by pure conversions. We take a one-sided
3% systematic error for this data sample.
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Figure 9.4: VTX and SVX occupancies for conversions and prompt electrons.

9.3 η/π0 ratio

To determine the systematic error associated with the η/π0 ratio, we vary the
ratio in the Monte Carlo by ±1σ from its nominal value of 0.678± 0.076 and perform
the background subtraction again. The ratio of the number of signal candidates found
is shown in Figure 9.8(a). The error is very small (one percent at 10 GeV). This is
because the E/p distribution of a meson is determined by two-body decay kinematics,
so the η and π0 have a similar E/p. At low pT , η’s are more likely to have the second
photon outside the CEM cluster (due to the larger opening angle in an η decay), and
these events look like signal events and affect the background subtraction.

As a further check on the η/π0 systematics, we try using a production ratio of
one, which is the value used in previous CDF photon cross section analyses. This
η/π0 ratio was measured using events where the two photons land in separate CEM
towers. The ratio of the number of signal candidates is shown in Figure 9.8(b). Using
this production ratio changes the cross section by 5% at low pT .

9.4 Trigger efficiency vs. time

There is some evidence that the efficiency of the 8 GeV electron trigger decreased
for conversion events over the course of Run 1b [41], and we have adopted a systematic
error to account for this possibility. To determine the systematic we have consulted
the luminosity database to find the halfway point of Run 1b for the 8 GeV electron
trigger, which is run 65350. We then count the number of events in our final 8 GeV
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Figure 9.5: The fraction of inner cylinder conversion candidates which pass a VTX
occupancy < 0.75 cut as a function of ET/ , for the 8 GeV electron data. The pure
conversion sample is selected by requiring that the candidate by SVX fiducial but
have less than three SVX hits.

electron conversion sample which occurred before this run. We find that 47546 out
of 88662 events are before run 65350, or 53.6 %. We take 53.6 % - 50.0 % = 3.6 % as
a systematic error.

9.5 Other systematics

We take a systematic error from the following sources.

• Probability of conversion: The conversion probability adopted in chapter 8 is
6.60 ± 1.43 %, which has a fractional error of 22%. Since this error is large, and
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Figure 9.6: The fraction of inner cylinder conversion events which pass a VTX occu-
pancy < 0.75 cut as a function of the photon candidate pT , for the 8 GeV electron
data. The expected passing rates for true conversions and prompt electrons are shown
as the solid and dashed lines.

appears in the denominator of the cross section, the error on the cross section
is asymmetric, and translates to +27/ − 17%. This is the dominant error on
the final result of the measurement.

• E/p model: The systematic error on the E/p background subtraction due to
limitations of the E/p model is discussed in section 6.4. .

• Integrated luminosity: The integrated luminosity of our two data samples was
measured previous to this work [36], [16]. The CDF procedure for estimating
the integrated luminosity (using the beam-beam counters) is accurate to 4.1%.

• 8 GeV electron trigger efficiency: The Level 2 trigger simulation has eight free
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Figure 9.7: The fraction of inner cylinder conversion events which pass a VTX occu-
pancy < 0.75 cut as a function of the photon candidate pT , for the 23 GeV photon
data. The expected passing rates for true conversions and prompt electrons are shown
as the solid and dashed lines.

parameters: six which describe the ET , pT , and XCES thresholds, one for the
trigger tower boundary correction, and one for the asymptotic efficiency. We
vary each parameter one at a time by its reported error in the simulation and
recalculate the efficiency. We find that the efficiency changes by less than a
percent in all cases except for the trigger tower boundary correction and the
asymptotic efficiency, which cause systematic errors of a percent. We take 1.4%
systematic due to the 8 GeV electron Level 2 trigger parameterization.

• 23 GeV photon trigger efficiency: The Level 2 23 GeV photon trigger efficiency
is known to 4.7%.
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Figure 9.8: η/π0 ratio systematic error.

• Tracking efficiency: The asymptotic tracking efficiency is known to 2%.

• Conversion identification efficiency: The conversion ID efficiency is known to
2%.

• Electron identification efficiency: The electron ID cuts are applied to the 8 GeV
electron data by the Level 3 trigger. The efficiency is known to 3.5%.

• z0 efficiency: The efficiency of the |z0| < 60 cm cut is known to 1.2 %.

9.6 Total systematic error

The systematic errors are summarized in Tables 9.1. The total systematic error
is determined by adding in quadrature the systematic errors in each pT bin. These
values are plotted in Figure 9.9 and listed in Table 9.2. Also shown in Figure 9.9 and
Table 9.2 is the systematic error with the error due to the conversion probability and
the integrated luminosity removed from the sum. These two errors affect only the
overall normalization of the cross section, and therefore the remaining errors represent
the systematic on the shape of the cross section as a function of pT .
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dataset source fractional error (%)
8 GeV electron conversion probability +27/-17

(2 tower) E/p model ∼ 11 at 10 GeV
CEM scale 3.0

prompt electron 10.0 above 25 GeV (one-sided)
η/π0 ratio 1.0 at 10 GeV
luminosity 4.1

Level 2 efficiency 1.4
tracking efficiency 2.0

conversion ID efficiency 2.0
electron ID efficiency 3.5

time dependence 3.6
z0 efficiency 1.2

23 GeV photon conversion probability +27/-17
(1 tower) E/p model ∼ 3.0 − 5.0

CEM scale 3.0
prompt electron 3.0 (one-sided)

luminosity 4.1
Level 2 efficiency 4.7
tracking efficiency 2.0

conversion ID efficiency 2.0
z0 efficiency 1.2

Table 9.1: Summary of systematic errors.
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pT dependent systematic error

Figure 9.9: Systematic errors for the 8 GeV electron and 23 GeV photon datasets.
The upper plot shows the total error, where all systematics errors are summed in
quadrature. In the lower plot the normalization errors due to the uncertainty on
the conversion probability and the integrated luminosity have been removed from the
sum.
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dataset pT (+) total (%) (-) total (%) (+) pT (%) (-) pT (%)
8 GeV electron 10-11 30 22 12.0 13.9

(2 tower) 11-12 29 22 10.7 12.8
12-13 29 20 10.8 10.7
13-14 29 20 10.1 10.2
14-15 29 20 8.6 9.0

15-16.5 29 20 8.6 8.7
16.5-18 28 19 7.8 8.0
18-20 29 20 9.3 9.5
20-22 28 19 8.8 8.1
22-24 28 19 6.8 7.9

24.5-27 28 22 7.4 13.0
27-30 28 21 7.8 12.5
30-34 28 21 6.8 12.3
34-39 28 21 6.8 12.2
39-45 28 22 7.8 12.7
45-52 28 21 6.8 12.1
52-65 29 23 10.3 14.3

23 GeV photon 30-34 28 19 7.4 8.6
(1 tower) 34-39 28 19 7.6 8.6

39-45 28 20 8.1 9.0
45-52 29 19 8.6 8.5
52-65 29 21 8.4 10.8

Table 9.2: Total systematic errors for the 8 GeV electron and 23 GeV photon datasets.
The columns labeled ’total’ have all systematic errors summed in quadrature. In the
columns labeled ’pT ’ the normalization errors due to the uncertainty on the conversion
probability and the integrated luminosity have been removed from the sum.
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Cross section measurement

10.1 1 tower and 2 tower cross sections

The cross section is calculated according to

dσ2

dpT dη
=

Nsignal

A · ε · ∆pT · ∆η · ∫ L (10.1)

For the final cross section measurement we adopt the results of the χ2 fit back-
ground subtraction to determine the number of signal candidates (Nsignal) in each pT

bin. The results of the χ2 fit background subtraction for both data samples are listed
in Table 6.2.

A ·ε is the acceptance times efficiency shown in Figure 7.15 and Tables 7.2 and 7.3
multiplied by the effective conversion probability of 6.40%. We measure the average
cross section between -0.9 < η < 0.9, so ∆η is 1.8. ∆pT is the bin width, and

∫ L is
the integrated luminosity of 73.6pb−1 for the 8 GeV electron data and 83.72pb−1 for
the 23 GeV photon data.

The cross section measured with the 8 GeV electron data and 23 GeV photon
data is shown in units of pb/GeV as a function of pT in Figure 10.1. The ratio of the
two measurements is also shown above 30 GeV. In this plot only the statistical errors
are shown.

As shown in Figure 7.15, the 1 tower and 2 tower data samples have very different
acceptances above 30 GeV. For example, in the 34-39 GeV bin, the ratio acceptances (
1 tower to 2 tower) is 5.4. However, the two cross section measurements are in perfect
agreement (within statistical errors), as shown in Figure 10.1. This is a powerful cross
check on the acceptance calculation of the Monte Carlo, and an internal consistency
check of the measurement as a whole.

For our final cross section measurement we combine the two datasets by adopting
the 23 GeV photon (1 tower) measurement above 30 GeV and the 8 GeV electron (2
tower) measurement below.
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Direct photon cross-section
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▼      2 tower
❍      1 tower

Cross section ratio (stat errors only)
2 tower / 1 tower

Figure 10.1: 1 tower and 2 tower cross section comparison. The top plot shows the
absolute cross section measurement for the two datasets as a function of pT . The
lower plot shows the ratio of the two measurements in the pT region of overlap. Only
statistical errors are shown.
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10.2 Error comparison with conventional CDF mea-

surements

As noted in section 2.4, photon measurements at CDF traditionally rely upon non-
conversion events from various photon triggers. These measurements use the CES
and CPR chambers to distinguish the single photon signal from the multi-photon
meson decays, so we refer to this method as the CES-CPR measurement. CDF
has recently submitted the Run Ib CES-CPR photon cross section measurement to
Physical Review D [15], and this is the measurement to which we compare our result.
We first compare the precision of the conversion measurement with the CES-CPR
measurement, and then we compare the measurements themselves to theory.

The statistical and systematic errors of the two CDF measurements versus pT are
shown in Figure 10.2. The CES-CPR measurement extends to 120 GeV, whereas the
conversion measurement cuts off at 65 GeV. This illustrates one of the advantages of
using non-conversion events: at high pT , where the cross section is small, adequate
statistics are still available if one does not pay the price of the conversion probability.

The sudden improvement in the statistical errors of both measurements around
30 GeV is due to the turn on of the 23 GeV photon trigger. For the conversion
measurement the improved statistics is due to the recovery of the 1 tower events
which are favored at high pT . The statistics of the CES-CPR measurement improve
because the low pT photon triggers are prescaled by a factor of 80, whereas the high
pT triggers are not.

At the lowest pT the conversion measurement has a clear statistical advantage over
the CES-CPR measurement. This is due to the greater separation power of the E/p
background subtraction compared to the CES-CPR background subtraction. At high
pT the signal purity of the data approaches 80%, so having a superior background
subtraction is not as important in this region.

For both CDF measurements the systematic errors dominate over the statistical
errors for most of the pT spectrum. The total systematic error of the CES-CPR
measurement is much smaller than the error on the conversion measurement. This
is due to the large normalization error on the conversion measurement that results
from the error on the total conversion probability.

Also shown in Figure 10.2 are the systematic errors if the normalization errors
due to the integrated luminosity and the conversion probability are removed. The
remaining errors could affect the shape of the cross section as a function of pT , so
we refer to this error as the pT dependent error. The conversion measurement has
a somewhat smaller pT dependent error than the CES-CPR measurement, meaning
that the shape of the cross section is measured more precisely by the conversion
measurement.
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Figure 10.2: Statistical and systematic error comparison of the conversion cross sec-
tion measurement with the CES-CPR measurement. The top plot shows the sta-
tistical errors of the two measurement. The middle plot shows the total systematic
errors of the two measurements. The bottom plot shows the systematic errors after
removing the normalization errors due to the luminosity and the total conversion
probability.
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10.3 Cross section comparison with theory

In Figure 10.3 we plot the conversion cross section measurement along with the
CES-CPR cross section measurement and the NLO QCD calculation. The conversion
cross section is also listed in Tables 10.1 and 10.2. The theory curve is taken from
the authors of reference [27]. The calculation uses the CTEQ5M parton distribution
functions, and the renormalization, factorization, and fragmentation scales have been
set to the pT of the photon. This calculation takes into account the suppression of
the bremsstrahlung diagrams due to the isolation cut on the photon. In the lower
half of Figure 10.3 the measurements are shown as (data-theory)/theory.

The CES-CPR measurement and the conversion measurement agree with each
other both in shape and in normalization. The good agreement on the normalization
is somewhat accidental, however, since the conversion measurement suffers from a
large (+27%/-17%) normalization uncertainty due to the error on the conversion
probability.

Nevertheless, both techniques give a precise measurement of the shape of the cross
section as a function of pT , and the measured shapes also agree well. This agreement is
remarkable, since the two techniques have little in common with each other. The two
measurements use independent data samples, independent background subtraction
techniques, and have different acceptances, efficiencies, and systematics.

It is clear from Figure 10.3 that the two cross section measurements have a dif-
ferent shape from that predicted by the next-to-leading order QCD calculation. At
low pT , the measurements see an excess of about 30%, and at high pT a deficit of
about 25%. This shape difference can not be removed by changing the measurements
within their systematic errors, or by recalculating the QCD prediction with a different
renormalization or factorization scale. Since the two measurements agree well on the
shape of the cross section, this is strong evidence that fundamental improvements in
the calculation are needed to explain the data.
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Figure 10.3: The isolated direct photon cross section. The result of the conversion
technique is compared with CES-CPR and theory. The theory curve is from the
authors of reference [27], and uses the CTEQ5M parton distribution functions with
the all scales set to the pT of the photon. Only the statistical error bars are shown. The
CES-CPR measurement has a systematic uncertainty of ±10%, while the conversion
measurement has a systematic uncertainty of +30%/-20%.
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pT 〈pT 〉 dσ/dpT dη stat sys NLO QCD
(GeV) (GeV) A · ε Nsignal (pb/GeV) error (%) error (%) (pb/GeV)
10-11 10.5 0.067 7152.3 12590 2.2 +30+/-22 10968
11-12 11.5 0.094 7761.2 9771 2.1 +29/-22 7433.6
12-13 12.5 0.106 6110.5 6773 2.2 +29/-20 5202.8
13-14 13.5 0.109 4319.7 4659 2.6 +29/-20 3743.4
14-15 14.5 0.108 3194.5 3483 2.9 +29/-20 2757.5

15-16.5 15.7 0.105 3059.3 2289 2.8 +29/-20 1962.5
16.5-18 17.2 0.096 1846.40 1509 3.5 +28/-19 1328.3
18-20 18.9 0.086 1391.2 950 4.1 +29/-20 887.6
20-22 20.9 0.077 862.9 658 5.1 +29/-19 577.2

22-24.5 23.2 0.068 596.3 413 6.0 +28/-19 369.3
24.5-27 25.7 0.063 344.6 258 7.7 +28/-22 238.4
27-30 28.3 0.056 272.2 207 8.8 +28/-21 157.9
30-34 31.9 0.047 135.9 85.9 13.5 +28/-21 94.6
34-39 36.3 0.041 101.4 58.5 14.4 +28/-21 49.1
39-45 41.6 0.036 63.9 34.5 18.7 +28/-22 26.2
45-52 48.1 0.032 21.7 11.4 53.3 +28/-21 13.4
52-65 57.8 0.030 16.6 5.0 33.5 +29/-23 5.7

Table 10.1: Summary of the 8 GeV conversion cross section measurement. This
dataset has an integrated luminosity of 73.6pb−1. ∆η is 1.8, and the effective conver-
sion probability, which is not included in the acceptance × efficiency shown here, is
6.40%. The NLO QCD theory was calculated by the authors of reference [27], and
uses the CTEQ5M parton distribution functions with all scales set to the pT of the
photon.
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pT 〈pT 〉 dσ/dpT dη stat sys NLO QCD
(GeV) (GeV) A · ε Nsignal (pb/GeV) error (%) error (%) (pb/GeV)
30-34 31.9 0.212 723.0 88.4 4.8 +28/-19 94.6
34-39 36.3 0.220 564.3 53.1 5.3 +28/-19 49.1
39-45 41.6 0.238 315.5 22.9 7.4 +28/-20 26.2
45-52 48.1 0.250 224.9 13.3 8.5 +29/-19 13.4
52-65 57.8 0.261 130.5 4.0 11.3 +29/-21 5.7

Table 10.2: Summary of the 23 GeV conversion cross section measurement. This
dataset has an integrated luminosity of 83.7pb−1. ∆η is 1.8, and the effective conver-
sion probability, which is not included in the acceptance × efficiency shown here, is
6.40%. The NLO QCD theory was calculated by the authors of reference [27], and
uses the CTEQ5M parton distribution functions with all scales set to the pT of the
photon.
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Conclusions

We have developed a new technique for studying prompt photons at hadron col-
liders based on inner detector conversions, and applied it to measure the isolated
direct photon cross section. The final result of our measurement is shown in Figure
10.3 and Tables 10.1 and 10.2. The power of the conversion method lies primarily in
the E/p background subtraction, which achieves better signal separation than con-
ventional methods. The greatest weakness of the conversion method is the sensitivity
of the final cross section measurement to the total conversion probability. The large
uncertainty on the conversion probability leads to an error of +27%/ − 17% on the
normalization of the cross section measurement, which is the dominant error in the
analysis.

Another weakness of the conversion technique is the lack of a sophisticated CTC
simulation which could model the unusual tracking systematics of conversions. Our
simple simulation is not able to predict the pT biases associated with conversion re-
construction, and this leads to E/p fits with low confidence levels in some pT bins. We
have adopted a systematic error on the background subtraction which is conservative
enough to account for these shortcomings. This systematic is only important at low
pT , so its quantitative effect on the final result is small over much of the kinematic
range. However, since the background subtraction plays a crucial role in all photon
measurements, it is unsatisfying to have less than perfect fits, no matter how small the
consequences. Future photon measurements with conversions would benefit greatly
from a more detailed simulation.

The conversion technique results in a photon cross section measurement which
agrees with previous measurements. Both the conversion measurement and the con-
ventional measurements give precise information on the shape of the cross section as a
function of pT , and the measured shapes agree. The agreement is notable because the
two methods have little in common with each other. This makes it unlikely that the
measurements suffer from unknown systematic errors. Therefore, the poor agreement
between data and theory is most likely due to shortcomings in the calculations. This
conclusion has also been reached by many other authors [12], [23],[24].
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The Tevatron collider and CDF have recently completed major upgrades with the
aim of collecting a dataset 20 times larger than the current one within two years.
CDF has replaced its entire central tracking system, with a new central drift chamber
and a greatly expanded silicon vertex detector. The new inner detector represents
about three times as much material as the previous inner detector, meaning that
the conversion probability will be much larger in the new data. Consequently the
conversion technique should become more powerful in the near future.
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